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Abstract

Over the last decade, teachers in France have been increasingly pressured to use digital 
learning environments, and to shift from grade-based to skill-based assessment. Educa-
tional dashboards, which measure student input electronically, could foster such a transi-
tion by providing insights into learners’ performances. However, such dashboards could 
also foster data misinterpretation during the summative assessment process, should the 
indicators that they display be used without a proper understanding of what they reflect. 
This article presents a methodology to detect potential mistakes in the interpretation of 
the indicators in the context of inquiry-based learning. During the design of a learning 
environment, we analyzed, through analytics and classroom observations in primary and 
middle schools, the issues that could arise from the use of a dashboard. Our data suggest 
that the amount of information practitioners needed to collect to make indicators relevant 
was burdensome, making the dashboard unfit for assessment purposes at the scale of a 
classroom.
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Résumé

Au cours de la décennie écoulée, les enseignants de France ont été de plus en plus 
poussés, d’une part, à adopter l’évaluation par compétences, et d’autre part, à utiliser des 
applications numériques. Les tableaux de bord qui mesurent les actions des utilisateurs 
de ces applications peuvent faciliter cette transition en apportant des indications sur les 
performances des apprenants. Néanmoins, dans une perspective d’évaluation sommative, 
une question se pose quant à la capacité des enseignants à interpréter correctement 
les indicateurs mis à leur disposition. Cet article présente une étude de cas à visée 
méthodologique qui a pour objectif d’identifier de potentiels problèmes d’interprétation 
d’indicateurs lors de l’évaluation d’une démarche d’investigation. Durant la conception 
d’une application numérique, le CNEC, nous avons analysé, par le moyen de traces 
d’interaction et d’une étude de terrain au collège et à l’école primaire, les éléments 
susceptibles d’affecter l’utilisation d’un tableau de bord. Nous montrons que la quantité 
de données à collecter pour rendre pertinent l’usage des indicateurs rend leur utilisation 
compliquée dans un contexte d’évaluation sommative à l’échelle d’une classe entière.

Mots-clés : tableau de bord, traces d’interaction, évaluation par compétences, étude de cas
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Introduction

Since the early 2000s, skill-based assessment has gained momentum in the educational 
system in France. For elementary schools and middle schools, lawmakers and authorities 
have written in official texts the necessity of such a transition and developed digital tools 
to foster it (Bulletin Officiel de l’Education Nationale [BOEN], 2007, 2016). This evolu-
tion reflects the growing importance of competence-based approaches to evaluation, both 
at the European level (Eurydice, 2012) and at an international level (UNESCO, 2007). 
One of the recurrent criticisms is that it lacks grounding in empirical data that would 
reflect learners’ performances in an objective manner, despite the development of various 
tools, such as e-portfolios, that could be instrumental from that point of view (McMullan 
et al., 2003). 

Learning environments that collect pupils’ written productions can provide 
various indicators through educational dashboards. Such indicators could be used as an 
empirical grounding for skill assessment. Field observations in French middle schools 
(Cisel & Baron, 2019) suggested that some teachers, when provided with a dashboard, 
already followed such an approach for summative assessment in mathematics. However, 
no comprehensive study has been carried out so far to determine how widespread this 
practice was. While the improvement of the objectivity of summative assessment repre-
sents a strong rationale for the development of dashboards, there is, to our knowledge, 
scarce research on their relevance and their accuracy in real-life settings. In this article, 
we address this issue with a case study in the field of inquiry-based learning (Abd-El-
Khalick et al., 2004), through the experimentation of a learning environment, the Cahier 
Numérique de l’Eleve-Chercheur (CNEC).1

There are at least two elements that should be taken into account with regard to 
the relevance of the dashboard for skill-based summative assessment. First, the chosen 
indicators must reflect the intended constructs adequately (e.g., pupils’ skills). Secondly, 
the learning environment should be able to register most of learners’ actions that are 
relevant to build those indicators. It can prove challenging, since, as Verbert et al. (2014) 
stated, “Comprehensive tracking is difficult in more closed learning management sys-

1 The learning environment is available at this URL https://www.cnec.fr/accueil. Its name can be translated 
to Student-Researcher Digital Notebook (Cisel & Barbier, 2021b). 
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tems, as they typically cover only the tip of the iceberg.”  Indeed, learning environments 
are blind to what happens in the classroom outside of the platform. A second issue must 
also be considered. For instance, if the mobile device used to write a hypothesis changes 
hands and if the learners do not log out and log in, the CNEC will attribute productions 
from diverse authors to only one person. Key events such as this can hinder any effort 
to perform an accurate assessment of learners’ skills, which led us to pose the following 
research questions.

In the case of the CNEC, how can we identify the discrepancies between the indi-
cators that were designed and the skills they mean to reflect? How can teachers reduce 
such discrepancies to analyze summative assessment accurately? To what extent do such 
discrepancies threaten the possibility of using educational dashboards to implement as-
sessment of students over long periods?

We will see that, to avoid skewing the indicators displayed in the CNEC’s dash-
board, teachers would have needed to restrain themselves from interacting spontaneously 
with pupils in a way that makes summative assessment over long periods practically 
unfeasible. While our results are likely to be valid for other learning environments, we 
limit our generalization to the CNEC. Indeed, the answer to our questions largely depends 
upon the features of the environment at hand. However, the methodology that we fol-
lowed, using both field observations and learning analytics, could inspire other learning 
environment designers.

A Prototype Developed Within a Consortium

We addressed the question of indicator misinterpretation in a set of partnering elementary 
and middle schools, and more precisely in the context of Student-Question-Based Inquiry, 
a type of project where pupils design research questions, hypotheses, and protocols (Her-
ranen & Aksela, 2019). This approach offers various opportunities to evaluate students’ 
skills (Xhakaj et al., 2016) through the CNEC’s dashboard. Indeed, several indicators 
can be derived from learners’ writing activity during inquiry-based learning, including 
number of words for a given idea, number of submitted ideas (for instance, hypotheses), 
and the amount of feedback necessary to reach an acceptable hypothesis. These reflect 
students’ ability to propose relevant and rigorous scientific statements, a key skill to be 
assessed in the French educational system (BOEN, 2016).

http://www.cje-rce.ca
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The CNEC was developed between 2016 and 2019 within a consortium, Les 
Savanturiers du Numérique, composed of Tralalère (the company that codes and owns 
the software), a research laboratory, two school districts that allowed us to have access to 
partnering teachers, and the Savanturiers program (Cisel & Barbier, 2021a). It supports 
iterative writing of scientific claims, such as research questions, hypotheses, and proto-
cols (Cisel & Barbier, 2021b). CNEC is largely inspired by the Knowledge Forum, a lear-
ning environment for collaborative writing whose first prototype was released in the late 
1980s (Scardamalia & Bereiter, 2006). As such, it relies on a variety of tools to scaffold 
the writing process of students’ inquiry. Students are asked to work in groups to produce 
research questions, hypotheses, and protocols. Figure 1 shows a sample interface from the 
Research Notebook, a module of the CNEC that allows instructors to see which written 
production ought to be reviewed by the teacher or the students.

Figure 1

A Screenshot of an Interface of the Research Notebook

http://www.cje-rce.ca
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The dashboard is meant to foster the acquisition of scientific reasoning through a 
set of scaffolds (Quintana et al., 2005) and through iterative writing (Vardi, 2012; Zhao & 
Chan, 2014). In iterative writing, the teacher provides feedback on student work. Learners 
are then required to submit a new version until the instructor is satisfied. In Figure 1, we 
can see the Fiche-Recherche of the CNEC, a module that provides an overview of a given 
student’s different written productions (question, hypothesis, protocol). Symbols are meant 
to show if the written production is considered satisfactory (smiling face), in need of revi-
sion (unhappy face), or has not yet been assessed (hourglass). 

Research publications have focused on the conditions under which feedback 
can foster the acquisition of writing skills (Hattie & Timperley, 2007; Kluger & DeNisi, 
1996). Learning environments have been used to help instructors design such feedback 
(Bywater et al., 2019), notably in a context of iterative writing (Scardamalia & Bereiter, 
2006). From that perspective, we focused on the amount of feedback necessary for 
learners to reach a satisfactory result, an indicator displayed in the CNEC’s dashboard.

Educational Dashboards in the Scientific Literature

There is abundant literature on the opportunities offered by dashboards in educational 
contexts. They have been used to identify disengaged learners (Hu et al., 2014), to sup-
port engagement (Silvola et al., 2021), to track interactions between pupils, or to track 
progress that cannot be reliably observed by other means (Scheffel et al., 2017). Suppor-
ting teachers’ inferences about pupils’ misconceptions (Xhakaj et al., 2016) or inquiry 
skills (Specht et al., 2013), learning gains (Mottus et al., 2015; Wang & Han, 2021), and 
students’ self-regulation (Aguilar et al., 2021; Han et al., 2021) also represent common 
topics covered in the literature. Dashboards were designed to address some of these as-
sessment gaps.

From the methodological point of view, two research axes on dashboards are 
worth mentioning. The first one is focused on the rationale of the design process, and 
how they grounded the design of the dashboard on learning theories (Schwendimann et 
al., 2016; Sedrakyan et al., 2018). The second axis corresponds to the evaluation of dash-
boards (Iandoli et al., 2014) in various settings, from the point of view of its acceptability, 
its usability, or its utility (Nielsen, 1993). Within this axis, we can distinguish research 
work where evaluation relies on mock-ups (Ali et al., 2012; Scheffel et al., 2017; Ste-
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phens-Martinez et al., 2014), from research work that involves experiments in real-life 
settings (Faber et al., 2017). While a part of our work relied on mock-ups (Cisel & Baron, 
2019), the present article focuses solely on classroom experiments.

The question of the misinterpretation of dashboards’ indicators has been addressed 
in the published literature. For instance, Phillips et al. (2011) described in a pilot study on 
Lectopia, a learning environment archiving lectures, the discrepancy between their ori-
ginal interpretation of students’ behaviour in a distance education setting, and the actual 
meaning of their actions obtained through qualitative interviews. This research highlights 
the need to deepen our understanding, in more varied educational settings, of dashboards’ 
shortcomings when practitioners use them to assess skills. We believe that this topic 
requires further investigation, and research work that features field observations. To our 
knowledge, this is one of the first articles that addressed the gap in our understanding in a 
classroom setting.

Methods

In the following paragraphs, we first present the CNEC and its indicators, the characteris-
tics of partnering teachers, and the protocol that we followed to identify potential sources 
of misinterpretation during the assessment process. 

The CNEC and Its Indicators

Activities featuring the CNEC. The indicators of this study were designed 
based on the learning analytics produced by various modules of the CNEC, which were 
intended for subsequent use. We will focus on only one of them, the Fiche-Recherche 
(Research Notebook) (Figure 1). It enables iterations between a student and the instructor 
for a given idea. A teacher can either validate this idea, or ask the pupil, or the group of 
pupils, for a new version until they are satisfied with the written production. The typology 
of ideas that a learner can write in this module corresponds to the classical steps of the 
inquiry circle (Pedaste et al., 2015), namely research question, hypothesis, protocol, data, 
and data interpretation. In the CNEC, ideas can be submitted either by a single learner or 
by a group of learners.

http://www.cje-rce.ca
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Rationale behind the choice of the indicators. We wanted to analyze a limited set 
of skills: “being able to design a sound scientific hypothesis,” and “being able to design 
a research protocol,” without thoroughly analyzing the written text. Indeed, automated 
content assessment would require complex machine learning techniques. Three indicators 
were chosen to be part of the dashboard after the focus groups. The first one is the 
number of ideas submitted by a student or a group of students. This indicator reflects 
learner engagement. The second one is the number of iterations required before the first 
validation of an idea by the instructor. This practice incentivizes students to improve 
the quality of their writing and it reflects their ability to understand instructions when 
designing a hypothesis or a protocol (i.e., the smaller the number of iterations, the higher 
their ability to understand instructions and to produce satisfying written productions). 
This practice is designed to discourage students from submitting a high number of low-
quality ideas to appear more engaged. The third indicator is the number of words per 
idea, which is an indicator of depth and nuance in understanding. 

The first logs associated to user tests were archived in June 2017, and the 
company kept tracking logs for two years. However, no dynamic dashboards were 
implemented in the CNEC at the time of the user tests since they were not used to 
monitoring the situation in real time. The visualizations (e.g., Figure 2) were produced 
afterwards and used in focus groups to discuss their pros and cons in a context of 
summative assessment. We display in Figure 2 a mock dashboard based on learning 
analytics, featuring the indicators that were selected as a focus for this study.

This dashboard allows users to visualize metrics for different students along three 
dimensions. In Figure 2, we can see, for instance, two students who submitted ideas in 
the hypothesis section of the Research Notebook. The first student (in blue) submitted 
two hypotheses, and it took two iterations for the first idea to be accepted. There are 25 
words on average per idea. These indicators can help us determine to some extent how 
the teacher uses the CNEC. For instance, in the previous example, we know that the 
practitioner asked pupils to write and send a new iteration of their hypothesis and did not 
merely collect first drafts of the ideas through the learning environment.

We presented this mock dashboard to clarify how data interpretation can be 
impacted when these indicators poorly reflect what really happens in the classroom. 
If the teacher decided that the best students were the ones who reached an acceptable 
hypothesis with fewer iterations, then he or she would give a better grade to the blue 

http://www.cje-rce.ca


Digital Dashboards for Summative Assessment 94

Canadian Journal of Education / Revue canadienne de l’éducation 47:1 (2024)
www.cje-rce.ca

student. However, it is possible that the practitioner gave more oral feedback to the blue 
student and forgot about it. Since this feedback was not taken into account by the learning 
environment, the indicators wrongfully suggest that the orange student required more 
help to reach an acceptable hypothesis.

Figure 2
Mock Version of the Dashboard Designed for the Research Notebook (Hypothesis Section)

 
Observation Protocol

To assess how useful our dashboard was for assessment purpose, we carried out a series 
of observations in classrooms and organized a set of focus groups (Krueger, 2014). A 
group of teachers from three elementary schools (students aged six to 11) and four middle 
schools (students aged 11 to 15) partnered with the Savanturiers du Numérique consor-
tium. They allowed researchers to observe their projects and carried out user tests of the 
first prototypes of the CNEC, after being extensively trained with regard to its features. 

We contrasted observation protocols for two situations: sessions during which 
the CNEC was used, and sessions without the CNEC. The former will be labelled as user 
tests, while the latter will be labelled as regular class sessions.

http://www.cje-rce.ca
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Longitudinal follow-up of projects. We did a longitudinal follow-up of seven 
science projects during which the CNEC was used, in the 2017–2019 period (Table 1), in 
both Paris and Créteil (Paris suburbs) school districts. Observations included both user 
tests and regular class sessions, since teachers were free to use the learning environment 
as they saw fit. Some teachers engaged extensively in user tests of the CNEC, while 
others were followed mostly to capture the instructional design chosen by the teacher, and 
therefore to provide better understanding of how the CNEC could be used. 

Savanturiers projects, during which instructors would make students propose 
research questions, hypotheses, and protocols, typically lasted from January to June and 
included 10 to 15 sessions (Cisel & Barbier, 2021a). We report in Table 1 the characteris-
tics of the projects, like the level of teaching, the number of teachers per classroom and 
the average number of students present in the class. The exact names of the institutions 
and of the teachers were modified to ensure their anonymity. 

At the time of this study, the CNEC was too prototypic to be used during an entire 
Savanturiers project. Technical issues would have disrupted classroom activity for an 
unreasonable amount of class sessions, and user tests involving the learning environment 
were therefore scattered across institutions. A given teacher would host up to five user 
tests, but most of them used the Research Notebook module only once or twice during 
the project (Table 1). While user tests enabled us to capture possible sources of indicator 
misinterpretation, regular class sessions allowed us to understand in which context the 
CNEC, and, therefore, the dashboard, could be used in a context of summative assessment. 

Observation protocol for regular class sessions. To understand to what extent 
the Research Notebook module could be used in the classroom, notably in a context of 
assessment, we needed to determine what portion of a Savanturiers project was dedicated 
to iterative writing, both at the scale of the entire project, and at the scale of a classroom 
session. This approach enables us to assess the potential use of the technology, regardless 
of the existence of actual user tests.

Video recordings were not allowed by the schools that we partnered with; we the-
refore took notes in real time on the lesson progress, following the teacher, and keeping 
track of the different activities that would be organized during a class session. These ses-
sions typically lasted between 50 minutes and 2 hours. In the reports, sessions were divi-
ded into sequences that were homogeneous from the point of view of the activity that was 
carried out. The timing of each sequence was tracked, and there were between five and 10 
of them within a given session. 

http://www.cje-rce.ca
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Two levels of coding were applied. First, each session was coded following a la-
belling system based on Savanturiers decomposition of an inquiry project. It corresponds 
to the different steps of an inquiry project as described by Pedaste et al. (2015): research 
question, hypothesis, experimental design, data collection, data interpretation. Additio-
nally, it includes steps that are more specific to a class project. During the introduction 
phase, pupils are explained the context surrounding a Savanturiers project. During the 
communication phase, they present their group work in front of an audience.

A second level of coding was applied to classify each sequence within a given 
session. We used Nvivo 11 and based this step on a taxonomy of activities that had 
been validated by a group of researchers working on Savanturiers project. For the pre-
sent contribution, we do not provide the full taxonomy, as we only need to distinguish 
between iterative writing-related activities, and other types of activities (reminding 
students what had been done in a previous class, summarizing what was done during the 
session, etc.). For each session, we tracked the amount of time that was used for iterative 
writing, compared to the total duration of the session. 

Additional data collection during user tests. For the 19 user tests featuring the 
CNEC, we followed the same protocol as for regular class sessions, but we added an inci-

Table 1

A synthesis of partnering elementary and middle schools, with periods and number of 
observations per Savanturiers project 

Name of the institution Level School 
District

# Teachers
 (# students)

# Observations 
(period)

Bouliers E.S. (3rd grade) Paris 2 (14 x 2) 8 (2017–2019)

Clignancourt E.S. (4th grade) Paris 1 (23) 8 (2018–2019)

Victor Dupont M.S. (6th grade) Créteil 2 (27) 4 (2018–2019)

André Girault M.S. (7th grade) Paris 3 (15 x 2) 9 (2016–2017)

Jean Sébastien M.S. (7th grade) Paris 2 (15 x 2) 3 (2018–2019)

Saint-Victor M.S. (6th grade) Paris 1 (28) 6 (2017–2018)

Peupliers E.S. (5th grade) Créteil 1 (23) 8 (2016–2017)

Note: E.S.: Elementary School. M.S.: Middle School
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dent detection protocol that would allow us to detect potential sources of indicator misin-
terpretation in a context of summative assessment. An incident is defined as any event 
occurring within the classroom that may affect an indicator of the dashboard. Events like 
technical bugs or logistical issues (loss of wi-fi connection, change of the electronic de-
vice due to low battery, etc.) were all grouped into one category: “Technical issues.” Even 
with a stable version of the CNEC, they are likely to occur in a classroom setting and to 
affect summative assessment.

Additionally, any event that would affect differentially students or groups of 
students in terms of writing performance was considered as a potential incident to regis-
ter. For instance, teachers sometimes ignored the CNEC and iterated orally with students, 
and provided feedback on students’ paper notebooks, when they could, and (given the 
fact that they were supposed to use indicators for summative assessment) should have 
done so in the learning environment. Such iterations could not be registered in the dash-
board and were therefore considered as a source of data misinterpretation for the fol-
lowing indicator: “Number of iterations required before the first validation of an idea by 
the instructor.” Indeed, most of the time, such events did not affect all students equally, 
which means that for each session, the teacher would have to take note of all such events, 
to correct the interpretation that they would make of the indicators. 

All incidents involving the behaviour of the teacher were labelled as “Teacher-in-
teraction-related incident.” For each event, we noted how many learners had been affec-
ted by the incident. Learners worked in groups of three. An incident affecting the whole 
group would therefore affect the indicators of three students. Based on a chronological 
analysis of these events, we decided to select two user tests with a stark contrast in terms 
of number of issues likely to skew summative assessment. The first one, in Bouliers 
Elementary School, had the lowest number of incidents observed in a user test, while 
the second one, in Jean Sébastien Middle School, had the highest. For each incident, we 
counted how many pupils were impacted. 

Learning analytics. During each user test, learning analytics were collected, but 
indicators were computed and displayed afterwards, in the laboratory. The goal of the 
study was to assess the relevance and robustness of the indicators that we had designed. 
User tests were used to support the reflections on the design of the dashboard, notably 
to identify events and teachers’ decisions that could skew the indicators in the context 
of competency assessment. To illustrate the potential issues that derive from the use of 
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dashboards for summative assessment of students’ skills, we used analytics from a user 
test in Bouliers Elementary School to show how teachers’ actions would impact the 
indicators displayed in the dashboard. Once the coding phase was over, the quantitative 
analysis of learning analytics and user tests were carried out either with Excel or with R 
4.0 (R Core Team, 2020). 

Positionality of the Researchers

We were involved in the CNEC project from the design of its first specifications to its 
evaluation in the classrooms. Consistently with Baker’s (2011) recommendations, we 
preferred to let teachers organize classroom activities in the way they saw fit. They were 
just required to use the modules of interest and to keep in mind the issue of skill-based 
assessment. Finally, it is important to note that the idea to use the dashboard in a context 
of summative assessment did not originate from the research team. We favoured the use 
of indicators for real-time classroom monitoring. Our study was originally designed as 
a demonstration of the flaws associated with indicators’ use in a context of summative 
assessment and was later reported in a research article.

Results

In this section, we first described two user tests characterized by a stark contrast in terms 
of the number of incidents over the course of the session. We then focused on a specific 
incident that happened during a user test in which a teacher’s behaviour skewed an indi-
cator associated with the Research Notebook. We used learning analytics to show that wi-
thout refraining themselves from certain interactions with learners, instructors hinder the 
accuracy of the depiction of learners’ skills through the dashboard indicators. We finally 
proceeded to describe longitudinally a series of projects, encompassing both user tests 
and regular class sessions; our goal was to illustrate how often teachers would have to be 
careful when interacting with students, should they choose to use the CNEC’s dashboard 
as a tool for summative assessment.
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Contrasting Two User Tests

When evaluating inquiry skills through the InqITS learning environments, Gobert et 
al. (2013) were in perfect conditions to assess the ability of learners to design sound 
hypotheses. The only technical incidents that could have happened were linked to a hard-
ware issue, since the software was working well. Teachers only had to ensure that lear-
ners understood the interfaces and refrain from interacting with them during the whole 
assessment process, which appeared manageable given that InqITS was used over short 
time periods. It is a stark contrast with what happened during our research project.

None of the user tests that featured the Research Notebook were devoid of inci-
dents, despite the fact that teachers were trained to use the CNEC and to avoid skewing 
indicators. There were, however, substantial variations in terms of the number of inci-
dents per session, as we can see in Figure 3. The first user test occurred in Bouliers Ele-
mentary School during an hour-long session; we witnessed only three incidents: a techni-
cal incident that impacted a group of three students, and oral interactions with two groups 
of three and four students, respectively.

By contrast, we observed 18 incidents (10 technical, eight linked to teacher–pupil 
interaction) in the case of the user tests that took place in Victor Dupont Middle School. 
Incidents mostly occurred at the beginning of the test, when instructors faced technical 
issues linked to pupils’ computers (issues with their firewalls slowed down classroom 
activity). Such frequent incidents inevitably interfere with the depiction of learners’ skills. 
The only solution that could be done to decrease this interference would be for such is-
sues to decrease over sessions, and to find a way to make an entire session irrelevant from 
the assessment point of view. In the next section, we focus on one particular incident in-
volving an interaction between a teacher and a group of pupils. We will use it to illustrate 
how an indicator can be skewed by a teacher–pupil interaction, therefore hindering the 
relevance of the use of the dashboard for summative assessment.
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Figure 3 
Number of Students Whose Indicators were Affected by Incidents, Over Time, in Two User 
Tests

Note: We made the distinction between technical incidents (blue) and teacher interaction-related incidents 
(orange), like oral interactions with students on written productions.

Impact of An “Incident” on Dashboard Indicators

In Figure 4, we present a view of the dashboard for a user test that occurred in the Bou-
liers context, while learners were supposed to produce hypotheses in a collective manner, 
each one on their own research question. There were five groups of three to four students 
during this session. Instructors had decided that skill assessment would be collective, 
with the same grade being given to the whole group, notably based on the indicators pro-
vided by the CNEC.

For the sake of our demonstration, we focused on a specific interaction between 
an instructor and group five. Through learning analytics we observed that only two itera-
tions were required before the first hypothesis was validated. However, we noticed based 
on our classroom observations that two additional cycles of iterations had occurred on 
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a pupil’s notebook for this group, with oral help from the teacher (Figure 4, light blue). 
During a short intervention, the teacher helped students rephrase the hypothesis, and did 
twice with a pen what she had done virtually with other groups, using the interface of the 
Research Notebook. When we discussed this issue after the class, she said that it seemed 
easier for the students to grasp her feedback in that way, even if it meant affecting the 
outcome of this project for summative assessment. If these interactions had been registe-
red (Figure 4, dark blue), four iterations would be displayed on the dashboard instead of 
two. It would possibly mean a lower grade, since it would suggest that students took lon-
ger to grasp instructions and feedback. 

Figure 4
Incidents Affecting Research Notebook Indicators for a Selection of Students from  
Bouliers Elementary School 

Note: The size of the bubbles represents the number of words for the idea that was accepted; we show an issue 
for group 5, due to an oral interaction with the teacher.

All interventions that can change the recorded number of iterations for a given 
student may affect the values of the indicators, and therefore the way that they will be 
assessed. For instance, when instructors allowed learners to show their production on the 
electronic device and to correct it before it was sent for evaluation, which happened in 
six of the user tests we monitored, it would similarly decrease the number of iterations 
registered by the CNEC. Practitioners willing to refrain themselves from skewing indica-
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tors would have to control precisely the timing and the nature of the interactions that they 
have with learners. They would need to either avoid interacting with learners or interact 
in the same way with each group of learners. In the next section, we illustrate the difficul-
ties that teacher interactions during summative assessment could pose in a Savanturiers 
project, given how common iterative writing phases are. Data collection periods would 
potentially span most of a given session, and most of the sessions of a given project. 

Learner–Teacher Interactions and Their Impact on Indicators

A chronological description of four of the projects that we followed thoroughly (Figure 5) 
appeared to represent one of the most convincing demonstrations of the challenges posed 
by the use of a dashboard to assess skills in long-term projects. The goal underlying this 
analysis was to determine the proportion of the project during which practitioners and 
learners engaged in iterative writing over the various steps of the inquiry process (re-
search question, hypothesis, experimental design, etc.).

Figure 5
Chronological Analysis of Four Savanturiers Projects, from the First to the Last Session 

Note: We focus on the proportion of a given session that was dedicated to iterative writing (plain/solid co-
lour), by contrast with other tasks (transparent).
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The rationale is the following: Had practitioners actually used the CNEC for all 
sessions involving iterative learning, they would have had to refrain from spontaneously 
interacting with students in more than half of the sessions dedicated to the project (Figure 
5). In Bouliers and Saint-Victor institutions, when learners engaged in iterative writing 
with the teacher, a step that typically began at the phrasing of the research question, ite-
ration would represent most of the time of the session. For instance, in Bouliers, for a 
one-hour session, teachers would typically go from one group to the other during 30 to 
40 minutes; the rest of the time (represented as transparent shading in Figure 5) would be 
dedicated to other tasks (maintaining order in the classroom, reminding learners about the 
schedule of the project, etc.). 

In Peupliers Elementary School, the teacher focused solely on proposing hy-
potheses to explain a phenomenon—the loss of diversity at the global scale, since she had 
decided which question the whole classroom would pursue. Students iterated over the 
phrasing of various hypotheses, while browsing the web for plausible explanations. We 
can see that iterative writing, when implemented, took most of the time of a given session 
in both an elementary school (Bouliers), and a middle school (Saint-Victor). It suggests 
that dashboard-based assessment was practically unfeasible in this real-life inquiry, since 
teachers typically interacted in a spontaneous manner with students for such long periods. 
These interactions could not be overlooked in the focus of this study.

Discussion

Our results led us to conclude that using the dashboard in a context of summative assess-
ment required instructors to be able, on the one hand, to collect numerous cues regarding 
unexpected events in the classroom, and, on the other hand, to refrain from automatically 
providing oral feedback to students. Dashboard-based assessment did not appear practical 
over long periods. The context of this research differs significantly from that of the works 
of Phillips et al. (2011). However, we reached similar conclusions on the issue of indica-
tor misinterpretation. The characteristics of the classroom situation need to be collected 
to limit the risk of a superficial interpretation of quantitative indicators. Dashboard-based 
assessment works better in a situation with these additional cues that do not matter for 
the evaluation of the students. Field observations, mixing close monitoring of user tests, 
and an analysis of learning analytics used during them, enabled detection of some of the 
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discrepancies between what indicators intend to reflect, and pupils’ actual skills. We went 
beyond the identification of sources of data misinterpretation and examined how they 
could be mitigated.

Since no data is impervious per se to misinterpretation, the challenge posed by 
their use in a context of summative assessment lies in the ability of the teachers to refrain 
from skewing the indicators. From that point of view, at least two approaches can be 
identified. Teachers can take notes of all events that could impact the interpretation of 
the indicators, and, when assessing skills, base their diagnosis upon a mix of notes and 
indicators. Our observations suggest, nevertheless, that this task could interfere with 
classroom management, given how frequently teachers would need to take notes during 
class sessions (Figure 3). It would, moreover, make the assessment process too complica-
ted, and would defeat the purpose of providing a dashboard in the first place; one of the 
goals underlying its design is to save time by recording pupils’ actions automatically. 

The second approach consists in modifying directly, in real time, the logs of the 
learning environment, whether to delete events that should not have been recorded by the 
learning environment, or to add meaningful events that happened outside of it but were 
not recorded automatically, like iterations that were made orally. Some learning environ-
ments whose purpose is to closely track students’ actions, like Classcraft (Sanchez et al., 
2017), allow users to remove an action from the log of students’ actions. One of the appli-
cations of such a feature is to correct a potentially skewed perception of a student’s skills. 
If it is done immediately upon detection of the incident, it saves time by not compelling 
the practitioner to take notes, but this solution also interferes with the teaching activity, 
since it implies being able to modify logs while monitoring students. 

When dashboards are used to regulate classroom activity (Verbert et al., 2014), 
notably to identify struggling or disengaged students (Hu et al., 2014), practitioners can 
collect cues on the fly to complement indicators without having to take notes on the spe-
cific details of the situations. Remaining doubts about how learners engaged in the acti-
vity can be dispelled through interactions with the pupils. This is not the case with skill-
based assessment, since it usually occurs, at least in France, at the end of a semester or a 
year (i.e., days, weeks, or months after the situation during which the pupils were evalua-
ted). The collection of contextual cues necessary to a relevant assessment is not possible 
anymore, nor is it possible to interact with the students to achieve a better understanding 
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of their activity. Indicators only cover a fraction of the activity. A superficial reading of 
the learning analytics can be insufficient to assess the situation, as Phillips et al. (2011) 
pointed out in their study on Lectopia. To mitigate the issues we highlighted earlier, 
among them technical issues, teachers need to collect data on the fly during interactions 
with students to supplement the dashboard. 

Even if teachers were aware of the issues that we discussed in this article, they 
may rely too much on the indicators at their disposal when establishing a diagnosis, 
without critically interpreting how the characteristics of didactic situations, unexpected 
events, and unnoticeable learners’ actions could affect such indicators. Moreover, in the 
absence of mitigation mechanisms, relying on indicators to ground their diagnosis would 
potentially constrain the interactions they have with learners. These solutions are neither 
optimal nor realistic in the context of K–12 education.

Finally, the dashboard is likely to incentivize teachers to behave like students 
were in a perpetual examination over the course of the project. It could lead to the stan-
dardization of project-based learning. That practice would be, to a large extent, contra-
dictory with the principles of inquiry-based learning, which is to offer pupils more 
autonomy, and practitioners more freedom in their teaching approaches. Moreover, the 
oral or written feedback that teachers provide in real time represents a form of formative 
assessment that is valuable for the students. Hindering such pedagogical practices and 
establishing strict teacher–pupil interaction protocols for the sake of summative assess-
ment’s accuracy would probably be detrimental for the overall learning process. Since 
such complex protocols are unlikely to be followed over a long period, they would create 
a false sense of objectivity in the summative process. Therefore, we conclude that the 
relevance and the robustness of the indicators that had been designed for the CNEC are 
not adequate for summative assessment in our context. It is also probably the case in any 
type of project that spans several sessions, since it would require teachers to sustain, over 
a long period, a high level of vigilance with regard to how they interact with learners.

Should learning environments become increasingly used for the sake of summa-
tive assessment, dashboards that will allow monitoring of students’ actions might become 
a valuable tool. It is possible that the rise of such an approach could contribute to the 
standardization of competency assessments, which could in turn lead to constraining 
pedagogical practices. Some authors have pointed out that teaching to the test can come 
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at the cost of practitioner creativity (Longo, 2010). This issue gains importance if the 
assessment encompasses year-long projects as is the case for Savanturiers. In that case, 
dashboards, if they were used for summative assessment, could hinder pedagogical inno-
vation in day-to-day activities.

Conclusion

Limitations of the Present Study

As in any longitudinal study, we faced the trade-off between the number of observations 
that we could carry out per project, and the number of projects that could be followed. 
The small number of practitioners remains one of the strong limitations of our study. 
Moreover, even if our methods allowed us to identify potential sources of misinterpre-
tation, we could not assess to what extent practitioners were able to detect and mitigate 
them. Finally, the type of incidents that we could detect strongly depended upon the na-
ture of the indicators and upon the learning environment that teachers were using. While 
our case study can serve as an illustration of issues associated with dashboard-based sum-
mative assessment, our results, as is common in case studies, lack external validity. 

Perspectives

In interviews that we had carried out in parallel to classroom observations (Cisel & Baron, 
2019), a biology teacher from Cecile Middle School pointed out a potential risk associated 
with our indicators: “Submitting ideas, if the students understood that they are going to be 
evaluated by the number of ideas that [they submit], then they are going to submit 28 rub-
bish ideas.” In other words, students could “game the system” (Baker et al., 2004, 2008). 
The authors “established links between gaming and learning” and developed models of 
gaming behaviour, in an article that triggered the launch of countless research works on the 
topic. Baker (2011) defines “gaming the system” as an attempt “to succeed in an educatio-
nal task by systematically taking advantage of properties and regularities in the system used 
to complete that task, rather than by thinking through the material.” For future research 
works, we could study how students, when they become aware that they are being assessed 
through indicators, could try to “game the system” based on their understanding of how 
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their actions are recorded by the system. Some students could, for instance, try to inflate a 
given indicator to increase a grade. A future area of research could be a reflection on how to 
detect and counter such strategies in the specific context of summative assessment.
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