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Article abstract
Introduction: Assessment can positively influence learning, however designing effective assessment-for-learning interventions has proved challenging. We implemented a mandatory assessment-for-learning system comprising a workplace-based assessment of non-medical expert competencies and a progress test in undergraduate medical education and evaluated its impact.

Methods: We conducted semi-structured interviews with year-3 and 4 medical students at McGill University to explore how the assessment system had influenced their learning in year 3. We conducted theory-informed thematic analysis of the data.

Results: Eleven students participated, revealing that the assessment influenced learning through several mechanisms. Some required little student engagement (i.e., feed-up, test-enhanced learning, looking things up after an exam). Others required substantial engagement (e.g., studying for tests, selecting raters for quality feedback, using feedback). Student engagement was moderated by the perceived credibility of the system and of the costs and benefits of engagement. Credibility was shaped by students’ goals-in-context: becoming a good doctor, contributing to the healthcare team, succeeding in assessments.

Discussion: Our assessment system failed to engage students enough to leverage its full potential. We discuss the inherent flaws and external factors that hindered student engagement. Assessment designers should leverage easy-to-control mechanisms to support assessment-for-learning and anticipate significant collaborative work to modify learning cultures.
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Abstract

Introduction: Assessment can positively influence learning, however designing effective assessment-for-learning interventions has proved challenging. We implemented a mandatory assessment-for-learning system comprising a workplace-based assessment of non-medical expert competencies and a progress test in undergraduate medical education and evaluated its impact.

Methods: We conducted semi-structured interviews with year-3 and 4 medical students at McGill University to explore how the assessment system had influenced their learning in year 3. We conducted theory-informed thematic analysis of the data.

Results: Eleven students participated, revealing that the assessment influenced learning through several mechanisms. Some required little student engagement (i.e., feed-up, test-enhanced learning, looking things up after an exam). Others required substantial engagement (e.g., studying for tests, selecting raters for quality feedback, using feedback). Student engagement was moderated by the perceived credibility of the system and of the costs and benefits of engagement. Credibility was shaped by students’ goals-in-context: becoming a good doctor, contributing to the healthcare team, succeeding in assessment.

Discussion: Our assessment system failed to engage students enough to leverage its full potential. We discuss the inherent flaws and external factors that hindered student engagement. Assessment designers should leverage easy-to-control mechanisms to support assessment-for-learning and anticipate significant collaborative work to modify learning cultures.

Résumé


Méthodes : Nous avons mené des entretiens semi-dirigés avec des étudiants en troisième et quatrième années de médecine à l’Université McGill pour explorer la manière dont le système d’évaluation avait influencé leur apprentissage au cours de la troisième année. Nous avons effectué une analyse thématique, informée par la théorie, des données.

Résultats : Onze étudiants ont participé. Les résultats indiquent que l’évaluation a influencé leur apprentissage par le biais de plusieurs mécanismes différents. Certains d’entre eux nécessitaient une implication faible de la part de l’étudiant, comme l’identification des objectifs à atteindre (feed-up), l’apprentissage amélioré par les tests, la recherche d’informations après un examen. D’autres exigeaient une implication importante (par exemple, étudier pour les tests, sélectionner les évaluateurs pour obtenir une rétroaction de qualité, mettre à profit la rétroaction). L’implication des étudiants était modulée par leur perception des avantages et des inconvénients de s’impliquer, et de la crédibilité du système. Cette dernière était influencée par les objectifs-en-contexte des étudiants : devenir un bon médecin, contribuer à l’équipe soignante, réussir les épreuves d’évaluation.

Discussion : Notre système d’évaluation n’a pas réussi à impliquer suffisamment les étudiants que pour réaliser son potentiel. Nous abordons les défauts inhérents au système ainsi que les facteurs externes qui ont entravé l’implication des apprenants. Pour implanter efficacement un dispositif d’évaluation pour l’apprentissage, les concepteurs d’évaluations devraient optimiser les mécanismes qui sont faciles à contrôler et être prêts à s’investir dans un important travail de collaboration pour changer les cultures d’apprentissage.
Introduction

Assessment can influence as well as gauge learning.\textsuperscript{1,2} Assessment can direct effective self-regulated learning behaviours during exam preparation,\textsuperscript{3,4} reinforce prior learning through memory retrieval (test-enhanced learning),\textsuperscript{5,6} and yield useful feedback information (catalytic effect).\textsuperscript{2,7} Leaders in health professions education (HPE) have invoked the potential beneficial effects of assessment to call for curriculum designers to adopt assessment-for-learning practices.\textsuperscript{8–10} Assessment-for-learning is “an approach in which the assessment process is inextricably embedded within the educational process, which is maximally information-rich, and which serves to steer and foster the learning of each individual student to the maximum of his/her ability.”\textsuperscript{8} This assessment approach involves both teachers and learners actively engaging with the assessment by reflecting on the information generated by assessments and using it in subsequent teaching and learning. However, HPE learners do not always use assessment to learn. Harrison et al. provided third-year medical students with digital feedback reports on their performance in an objective structured clinical examination.\textsuperscript{11} Unfortunately, students who most needed feedback, accessed and engaged with it least.\textsuperscript{11} A culture of assessments-as-hurdles directed students’ attention to their scores rather than the feedback.\textsuperscript{12} In contrast to traditional end-of-year assessments, programmatic assessment includes frequent assessments to provide on-going feedback. Although the assessments ultimately support pass-fail decisions, individual assessments do not constitute hurdles. Yet, the impact of programmatic assessment on learning has proved inconsistent.\textsuperscript{13–18} Despite the intended low stakes of individual assessments, perceived stakes may lead to reduced or strategic engagement with the system, hampering its effectiveness.\textsuperscript{14} Even when assessments have (and are perceived to have) no stakes, learners may deem the assessments meaningless or lacking in credibility, and not worthy of deep reflection; thus, unlikely to support learning.\textsuperscript{17,18}

The purpose of our study was to contribute to a growing body of work investigating assessment-for-learning in HPE by designing, implementing, and evaluating an assessment system intended to support learning. Recognising that learner perceptions play a key role in assessment-for-learning, we focused our evaluation on learner perceptions of and experiences with the assessment system.

Methods

Context

Amid curricular reform, we implemented a mandatory course consisting solely of an assessment-for-learning system (details in Table 1) alongside clinical courses in the third year of a four-year undergraduate medical curriculum at McGill University. Following published recommendations,\textsuperscript{19} the course was designed to 1) Communicate clear expectations of the program’s objectives; 2) Elicit evidence of performance; 3) Provide detailed feedback several times a year; 4) Encourage students to take ownership of their learning and to study in a way that encourages retention and integration (both across clinical courses, and across the pre-clinical and clinical phases of the program); and, 5) Encourage retention of knowledge through testing. Progress tests have been widely used for these purposes.\textsuperscript{20–22} End-of-clinical-rotation written exams were eliminated, with the hope that the progress test would encourage students to study in a deep fashion, integrating knowledge across their clerkship rotations. We also selected a workplace-based assessment tool, the Professional Mini-Evaluation Exercise (PMEX), that could be used in any discipline and that covered several competencies.\textsuperscript{23} To maximise student ownership of learning and the perceived credibility of workplace-based feedback, students selected their raters.

Data collection

We conducted individual semi-structured and think-aloud interviews with students. We invited Year 3 and 4 students in the 2016-2017 academic year through class newsletters and student representatives. Participation was voluntary. Participants provided written consent before the interviews.

Two research assistants, with no involvement in the curriculum (to reduce the risk of socially-desirable responses), conducted the interviews using a semi-structured interview guide (Appendix 1). The interviewer showed students their latest results and asked them to think-aloud as they reviewed the materials. Finally, they showed participants a sample of 10 questions they had completed incorrectly on the previous progress test and asked them to think aloud as they answered these questions. Interviews lasted 60-90 minutes, were audio-recorded and transcribed verbatim, with identifying information removed. The Institutional Review Board of the Faculty of Medicine, McGill University, granted ethical approval (IRB # A01-E03-17A).
Clinical educators and curriculum designers (RC, SC), and professional work, as assessment designers (VD, MW), assessment and in various ways see the power of learning.

The authors hold strong beliefs about the power of learning. Neither comments nor scores were included on academic transcripts (pass-fail transcripts) or academic reports (progress test effects: students engage in integrated and deep learning about all clinical disciplines and review basic sciences knowledge throughout the year. Test-enhanced learning Feedback)

<table>
<thead>
<tr>
<th>Intended influences on learning</th>
<th>Progress test</th>
<th>Workplace-based assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test effects: students engage in integrated and deep learning about all clinical disciplines and review basic sciences knowledge throughout the year</td>
<td>Blueprinted to CanMEDS with main focus on medical expert role, and to Medical Council of Canada clinical presentations (<a href="https://www.mcc.ca/objectives/expert/">https://www.mcc.ca/objectives/expert/</a>)</td>
<td>Professional behaviours associated with 6 of the 7 CanMEDS roles (professional, communicator, collaborator, health advocate, scholar, leader)</td>
</tr>
<tr>
<td>Test-enhanced learning Feedback</td>
<td>Developed locally, some items translated from items shared by 3 other medical schools in the same province The tests were computer-based and administered in an invigilated environment in the medical school.</td>
<td>Professionalism Mini-Evaluation Exercise 21; 22 rating-scale items 1 yes-no item regarding the occurrence of a critical event 1 open-ended item for comments</td>
</tr>
<tr>
<td>Content</td>
<td>124 single-best answer multiple-choice questions Developed locally, some items translated from items shared by 3 other medical schools in the same province The tests were computer-based and administered in an invigilated environment in the medical school.</td>
<td>To maximize the likelihood of feedback assimilation, we empowered students to select raters, hoping they would do so on the basis of raters' perceived credibility. To implicitly promote interprofessional collaboration, we allowed them to select assessors from any healthcare profession.</td>
</tr>
<tr>
<td>Tools and procedures</td>
<td>Elicited 6 or 12 times in year 3 (1 in each of the core clinical placements in the first year of implementation, and increased to 2 in each clinical placement in subsequent academic years)</td>
<td>Completed forms were available for student review on an online platform</td>
</tr>
<tr>
<td>Frequency</td>
<td>Administered 3 times in year 3 (also once in year 2, and twice in year 4)</td>
<td></td>
</tr>
<tr>
<td>Feedback</td>
<td>Feedback report sent to students contained: - Overall score and class average - Subscores for each clinical presentation, with numbers of questions and class averages - Subscores for non-medical expert roles, with numbers of questions and class averages</td>
<td>Stakes</td>
</tr>
<tr>
<td>Low</td>
<td>Students who scored below the cut-score (60% of the 95th percentile score of their class) were required to attend a group teaching session where questions and answers were discussed. Scores were not included on academic transcripts (pass-fail curriculum)</td>
<td>Students had to elicit minimum number of forms Critical incidents would have been reported to the course committee (none were reported during the course of the study) Neither comments nor scores were included on academic transcripts</td>
</tr>
<tr>
<td>Stakes</td>
<td>Low</td>
<td></td>
</tr>
</tbody>
</table>

Analysis
We conducted thematic analysis of the data, starting with line-by-line inductive open-coding (conducted by the two research assistants and the first author) followed by theory-informed structuring of the codes, and data theming by VD with iterative feedback from the team as analysis proceeded. The theories that informed analysis included Cilliers et al.'s model of the pre-test effects of assessment, Sargeant et al.’s findings of reflection as “a link between receiving and using assessment feedback,” Hattie and Timperley’s concepts of feed-back (information about where the learner is), feed-up (information about where the learner should be going), and feed-forward (information about how the learner should proceed to get there), and test-enhanced learning.

Reflexivity statement
The authors hold strong beliefs about the power of assessment and in various ways seek to leverage it in their professional work, as assessment designers (VD, MW), clinical educators and curriculum designers (RC, SC), and as experts in assessment validity (MW, MY). While this could direct their gaze to the beneficial effects of assessment, team members have previously examined the gap between assessment design hopes and implementation disappointments. The authors have diverse disciplinary backgrounds, i.e. medicine (VD, SC, RC), cognitive psychology (MY), and language assessment (MW), bringing diverse theoretical lenses and practical experience in assessment to the project. VD was the only author involved in the assessment system.

Results
Eleven students out of two classes of approximately 185 students agreed to participate, seven from Year 3, and 4 from Year 4. Figure 1 depicts a summary of findings. Table 2 provides a selection of illustrative quotes.
The effects of assessment on learning depend on mechanisms that involve varying degrees of learner engagement

<table>
<thead>
<tr>
<th>Feed-up</th>
<th>The assessment system signals program objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>That was a very busy rotation and there was a lot of time pressure and it was very good to hear some people recognize that, yes you are also behaving really professionally with the patients and you know, being attentive to their needs. And ya, so what it sort of did for me was that I kept doing that. You know I think if there had been complete silence, I might have given up more of that in the hopes of becoming more efficient. Because I was sort of getting the whole vibe of the place was efficiency, efficiency. (P7)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test-enhanced learning</th>
<th>Learning occurs during the assessment itself</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I feel like there’s ummm this effect that we see the question so then at one point its gonna stick. (P11)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Looking it up</th>
<th>The experience of uncertainty during the assessment triggers a chase for answers right after the test (either through questioning peers or looking it up)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I looked that up when I got home because I was like ‘Oh I don’t know this’ and then I brought it up when we were having a group discussion. And that was an example of saw it on the test, looked it up at home, and like applied it in the clinical context and then looked like I knew something. (P8)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Studying</th>
<th>The assessment encourages and steers learning in preparation for it</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>It did make me want to do more ongoing studying of subjects not necessarily related to the rotation I’m in. (…) I think there’s something useful for continuous reviewing of material. (P7)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Selecting raters who will provide quality feedback</th>
<th>Students purposefully select raters with the expectation that these particular raters will provide helpful feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(I selected assessors) who would be able to comment on my skills to some degree. They also had sat down with us at a midway point to give us feedback personally. So I knew that they had some knowledge of who I was, what skills and abilities and professionalism as well. (P10)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Using feedback</th>
<th>Students use – or could potentially use – the feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I’m grateful for this (the progress test report), because in terms of information, this is one of the most useful information you can have about what you are doing and what you are not doing. I basically use this to see ‘Oh I don’t know about this, let me take a look at this.’ (P6)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Disengaging</th>
<th>Students do not expend any time or effort in behaviours associated with learning for, during, or from the assessment, either from the outset or after initially doing so</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I don’t feel that it pushes me to study and I’m happy that I don’t have this stress in my life but at the same time I feel like I might need a bit more pushing to read more around the cases to prepare for LMCC’s (licensing exam) next year. (P1)</td>
</tr>
</tbody>
</table>

| Learner perceptions of the utility of assessment and feedback depend on learner goals-in-context The term goals-in-context highlights that learner goals are influenced by the context in which they perceive themselves to be |
|------------------------------------------------|----------------------------------------------------------------------------------------------------------------------------------|
| Learner engagement depends on learner perceptions of the credibility of assessment and feedback, of the costs involved, and of the benefits involved |

<table>
<thead>
<tr>
<th>Credibility</th>
<th>Students gauge the trustworthiness of the assessments and/or the feedback reports</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I think the progress test is a very good thing, I think that they are an excellent way of getting us prepared for the LMCC (licensing exam) but just potentially like I don’t know if the questions, and this is something I can’t answer until I write the LMCC (licensing exam), but I don’t know if they’re very aligned with what we’re gonna see on that final exam. (P1)</td>
</tr>
</tbody>
</table>

| Workplace-based component | There’s a few I think that wrote feedback or comments but most of them they just filled out the check boxes and that was it. And it took them a minute to do and it was over with so it seemed like it was just a means to an end. (P2) |

<table>
<thead>
<tr>
<th>Benefits</th>
<th>Students gauge the potential positive consequences of engaging in the assessment or feedback processes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>To get 64 on an exam without preparing for it, that covers the length and breath of your medical knowledge at the beginning when 60% is all you need to pass at the end, did not motivate me to study for the subsequent test. (P10)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Costs</th>
<th>Students gauge the potential negative consequences of engaging in the assessment or feedback processes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>So for example if you have 1 pediatrics exam that 121 questions, you need to know pediatrics in depth. But if it’s overall, that’s a maximum of 10 pediatrics questions that they are going to pick at random. So how much are you going to spend on that and then how much in depth do you really need to know? (P10)</td>
</tr>
</tbody>
</table>

Illustrative quotes. Participants (n = 11) were identified as P1 to P11.
The effects of assessment-on-learning depend on mechanisms that involve varying degrees of learner engagement.

Engaged students studied across rotations and actively sought high-quality feedback from supervisors. However, most participants did not engage - or rapidly disengaged - from the assessment-for-learning process. Many did not study for the progress tests, despite their concerns about the consequences, and collected workplace-based assessment forms solely to comply with requirements, asking whomever was available to complete them, oftentimes retrospectively. Nevertheless, the workplace-based component conveyed the importance of Physicianship for students (a concept, encompassing the professional and healer roles, that is a core feature of our curriculum\textsuperscript{29}), communicating program objectives (so-called feed-up\textsuperscript{7}), and serving as a counterpoint to the prevailing focus on efficiency in some hospital settings. The progress test appeared to generate test-enhanced learning and prompted students to look things up or discuss questions with peers.

Learner engagement depends on learner perceptions of the credibility of assessment and feedback, of the costs involved, and of the benefits involved.

**Credibility.** Participant perceptions of the credibility of the assessment system varied. For the progress tests, participants gauged credibility on clinical relevance, alignment with the licensing exam, and item quality.

For the workplace-based component, participant credibility perceptions were based on rater issues such as variability or perceived careless completion of forms; form issues such as minimal space for comments; context issues including concern about the bias introduced by students self-selecting raters; and comparisons with other benchmarks such as self-assessment.

**Benefits.** Participants understood the intended purposes of the assessments. They perceived an additional – unintended – purpose of the progress tests: to prepare them for the licensing exam. However, the system fell short in their view, as it lacked credibility, it failed to detect progress, and/or its low stakes did not trigger extrinsic motivation.

**Costs.** The broad scope of the progress tests decreased the expected return-on-investment of studying.

For the workplace-based assessments, participants were concerned about burdening their busy supervisors, particularly those they perceived as good educators and who were more likely to be asked to complete assessments.

Learner perceptions of the usefulness of assessment and feedback depend on learner goals-in-context.

Participants revealed three types of goals that influenced their appraisal of the assessment system: 1) contributing to the healthcare team; 2) becoming a good doctor; and 3) succeeding in (external) assessments.

Many participants wanted to contribute to the healthcare team’s work and sought to limit the burden of workplace-based assessments on raters. The desire to become a good doctor manifested in the value placed on examinations’ clinical relevance. Finally, success in assessments, especially external assessments, dominated the minds of some participants, who engaged/disengaged with the current assessment depending on whether they thought it would impact the outcomes of external assessments. Participants held multiple goals, some of which conflicted. For example, requesting direct observation when they lacked confidence in their skills could serve their goal of contributing to safe care, but impeded success in assessment if poor performance was documented. Therefore, they preferred undocumented verbal feedback to formal assessment for improvement.
Discussion

Our assessment-for-learning intervention produced some desired effects when minimal student engagement sufficed. However, many students did not engage fully, limiting the intervention’s effectiveness. This study has limitations. Our sample was a small convenience rather than purposive sample, which may limit the breadth and transferability of our findings. Our analysis is influenced by our backgrounds, beliefs, and knowledge. While purposefully using existing theories illuminates interpretation, it may also selectively highlight and obscure different aspects of the data. Our use of cognitive theories and our transmission-oriented feedback lens may have downplayed the interpersonal influences on student engagement. Despite these limitations, our findings align with other work, lending them credibility. Others have previously found that learner engagement is critical and hinges on a reflection process that involves learners gauging the credibility of the assessment and of the feedback information and the usefulness of engagement. Context is known to influence learners’ drive to use feedback.

What then does this piece add to the conversation on assessment-for-learning? Our study distinguishes assessment-for-learning effects based on how much learner engagement is required. Effects that rely less on student engagement represent “low hanging fruit” for assessment designers, and we provide the following suggestions to maximise their potential. First, communicate the alignment of the assessment with program objectives, and when possible, with student goals, to leverage the “feed-up” process and steer self-regulated learning. Although our system aligned with program objectives, our participants were more concerned about alignment with the licensing exam. Anecdotally, student engagement increased after the first cohort experienced the licensing exam and we shared evidence that licensing exam and progress test scores correlated. Second, consider using open-ended questions on the progress test to maximise test-enhanced learning. In our context,
combining multiple-choice and open-ended key-feature questions would be required to maintain alignment with the licensing exam. Third, provide formal opportunities for students to discuss the test immediately after it has occurred to leverage post-examination learning from peers.

Effects that require more student engagement are inherently more complex and challenging to control and predict. To increase the likelihood of engagement, strategies should target students’ perceptions of the benefits and costs of engaging. Involving students in the design of assessment may increase the perceived credibility of the assessment and alignment with student goals. This would likely require more co-design than what we did, which was to include student representatives on committees steering the curricular reform. However, aligning the assessment system with student goals is not straightforward. Students may hold conflicting goals and negotiate these conflicts in different ways. Furthermore, students’ goals are influenced by external factors, such as licensing and residency-matching processes. Finally, aligning the assessment with student goals may have unintended negative effects on other processes involved in assessment-for-learning. For example, assessments may play a role in changing workplace culture and subsequently in changing future students’ goals.

Decreasing the perceived costs of engaging is no easier. Students are reluctant to request assessment from busy clinicians, and clinicians may not all be trained in observation and feedback. Widespread faculty-development is onerous and the increase in clinical pressure is beyond the control of a given program. One avenue could be to recruit a cadre of dedicated clinicians with protected time for assessment.46

Finally, targeting the likelihood of engagement is not enough: engagement may also require specific skills to be effective. Recent work has highlighted the need to develop student feedback literacy or recipience,47,48 which provides exciting avenues for research and educational practice.

Overall, increasing the likelihood and effectiveness of student engagement requires interventions at multiple levels, from involving students in co-designing the assessment and developing their feedback recipience, to training supervisors, to shifting work patterns in clinical settings, to influencing national licensing and residency-matching processes. In highlighting the challenges, we are not suggesting that assessment designers should give up on influencing these complex processes, rather, we are suggesting that the full potential of assessment-for-learning will require patience and effort to engage with all stakeholders.
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Appendix A: Interview guide

**Integrated assessment course**

Here is an overview of the program objectives with Clerkship objectives in bold. To what extent do you think the Integrated Assessment course, that is the combination of the progress tests and PMEX forms, reflects the program and clerkship objectives?

**PMEX**

1. How do/did you go about requesting your first PMEX assessment?
   Prompts: How did you select the rater?
   Why did you ask him/her to assess you at that particular time?
   Was there anything else you were thinking about back then?

2. Were there any differences in how you went about it for other PMEX assessments?
   Prompt: Were there differences by time of year? By discipline? By site?

3. Can you tell me how the forms were completed?
   Prompts: Were they completed immediately after you ask it for?
   Did you have the chance to discuss the assessment with the attending?
   Were you able to review the forms?

4. Let’s look at this specific PMEX form. I’d like you to tell me everything that’s going through your mind as you read through it.

5. Can you go back to when you first received this feedback and tell me about it?
   Prompts: How did you feel after reading this feedback?
   What do you think about the feedback?
   Did your thinking change in the subsequent days?

6. How did you use the feedback you received?
   Prompts: How did the feedback help you to delineate your strengths and challenges?
   Did you decide to improve on anything specific? If so, how did you go about working on that aspect?
   How did you determine whether you had in fact improved on that aspect?
   If you did not decide to improve on anything specific, how did you come to that decision?

7. How, if at all, is PMEX influencing/did PMEX influence your learning in Clerkship?

**Progress test**

8. Can you tell me about your experience with the progress test?

9. Let’s look at this specific progress test report. I’d like you to tell me everything that’s going through your mind as you read through it.
   Prompts: How do you feel after reading this feedback?
   What do you think about the feedback?

10. How, if at all, will/did you use this feedback?
    Prompts: How does the feedback help you to delineate your strengths and challenges?
    Will you decide to improve on anything specific? If not, please explain. If so, how will you go about working on that aspect?
    How will you determine whether you have in fact improved on that aspect?
11. How, if at all, is the progress test influencing your learning in Clerkship?

Learning in Clerkship
12. How do/did you determine what you are/were going to put effort into to learn in the clinical setting?

13. How do you determine what and how you are going to study?

14. Are there other ways in which you gauge how you are doing during Clerkship?

15. How are they different to PMEX and the progress test?