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Abstract: The paper presents an ex-
tended scheme for the inference to 
the best explanation (IBE). The 
scheme precisely treats the epis-
temic modifiers (“hypothetically,” 
“plausibly,” “presumably”) of the 
inference, acknowledges its contras-
tive nature, clarifies the logical sup-
port between premises and conclu-
sions (linked, convergent, and serial 
support), and introduces additional 
premises essential for inferring jus-
tified conclusions (especially those 
related to causal explanations and 
more demanding standards of 
proof). Overall, it advances the ex-
isting schemes for IBE in argumen-
tation theory and treats IBE as a par 
excellence argumentative, rather 
than explanatory, form of reasoning. 

Résumé:  L’article présente en détail 
un schéma pour l’inférence vers la 
meilleure explication (IME). Le 
schéma traite précisément les modi-
ficateurs épistémiques (« hy-
pothétiquement », « plausiblement 
», « vraisemblablement ») de l’infé-
rence, reconnaît sa nature qui fait 
contraste, clarifie l’appui logique 
entre les prémisses et les conclu-
sions (l’appui lié, convergent et 
sériel) et introduit des prémisses 
supplémentaires essentielles pour 
inférer des conclusions justifiées (en 
particulier celles liées aux explica-
tions causales et aux normes de 
preuve plus exigeantes). Dans l’en-
semble, l’article fait progresser les 
schémas existants pour l’IME dans 
la théorie de l’argumentation et traite 
l’IME comme une forme de raison-
nement argumentatif par excellence, 
plutôt qu’explicatif.

 
Keywords: abduction, argument scheme, causation, inference to the best explana-
tion, justification, medicine, pragmatism, presumption. 
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1. Introduction 

Explanations are ubiquitous. Due to common knowledge and usual 
practices, often we infer (most) plausible explanations spontane-
ously. For instance, after seeing a line in front of a restaurant on Sat-
urday evening, we automatically conclude that these people want to 
have dinner or that it’s a popular restaurant. Suppose, however, that 
COVID-19 infection rates rise dramatically over the next few weeks. 
What explains this? Virus mutations? Low vaccination rates? Are 
people not wearing masks? Not keeping distance? All of the above, 
but in different degrees? Sometimes, finding the best explanation be-
comes an inferential nightmare. What helps in such situations—be-
sides having an expert, domain-specific knowledge—is the aware-
ness of more abstract, semi-formal conditions that contribute to se-
lecting the most plausible explanation. In this paper, we identify and 
elucidate logical relationships between such conditions. 
 Previous examples illustrate the famous kind of explanatory in-
ference, namely, abductive reasoning. In the broadest sense, abduc-
tion amounts to “the whole process of generation, criticism, and ac-
ceptance of explanatory hypotheses” (Josephson and Josephson 
1994, p. 8). For instance, in the medical context, a doctor may accept 
that the patient has hemolytic anemia because—given the patient’s 
age, gender, medical history, etc.—having this disease explains her 
symptoms (e.g., the presence of panagglutinin on the laboratory 
test). Abduction is also common in science, law, and everyday life 
(Josephson and Josephson 1994; Douven 2021). 

Surprisingly, a detailed theoretical study of inferring explanations 
from data started relatively recently, due to the works of C. S. Peirce 
and G. Harman.1 Peirce, writing at the turn of the twentieth century, 
labeled this kind of reasoning an abduction, distinguished it from 
deduction and induction, and associated it with the initial stage of 
scientific inquiry where potential explanations are generated from 
data. 

 

Abduction is the process of forming an explanatory hypothesis. It is 
the only logical operation which introduces any new idea; for induc-
tion does nothing but determine a value, and deduction merely 

 
1 Although, as most any problem in the theory of argumentation and reasoning, it 
can, arguably, be traced back to Aristotle; see Urbański and Klawiter (2018).   
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evolves the necessary consequences of a pure hypothesis. (Peirce 
1994, CP 5.171) 

 

Harman (1965) focused on an evaluative (selective) rather than gen-
erative aspect of abduction (Wagemans 2016a; Yu and Zenker 2018) 
and labeled it the “inference to the best explanation” (henceforth, 
IBE). IBE instructs us to tentatively conclude that H is true if H pro-
vides the best explanation of data. Harman famously argued that all 
non-monotonic, ampliative reasoning is, in fact, IBE. That is because 
conclusions of such reasoning always rely—even if implicitly and 
thus potentially surreptitiously—on the idea that they are the best 
explanations one can infer from available evidence: “If we are ade-
quately to describe the inferences on which our knowledge rests, we 
must think of them as instances of the inference to the best explana-
tion” (Harman 1965, p. 94, emphasis added).2 Ever since, disciplines 
such as the philosophy of science, epistemology, logic, artificial in-
telligence, and argumentation theory have studied explanatory con-
siderations in connection to different modes of reasoning, scientific 
practice, justification, and causality. 

Although philosophers offer extensive and rigorous analyses of 
IBE, their structural accounts of IBE often remain simplistic and 
vague. This results from their focus on abstract and, in a sense, fun-
damental theoretical issues, such as the importance of abduction for 
philosophical theories (e.g., pragmatism, scientific realism, hypo-
thetico-deductivism) and scientific practices (see Peirce 1994, CP5, 
Book 1; van Fraassen 1980; Lipton 2004), or its logico-epistemic 
relations to other kinds of reasoning (see Peirce 1994, CP 5, Book 1; 
Harman 1965; Lipton 2004). Given such broader objectives, philos-
ophers typically fail to enrich structural representations of IBE with 
their own theoretical insights. But there are other relevant objectives 
for which the study of IBE can and should be pursued. One such 
objective is a precise understanding of the IBE’s normative structure 
(especially the one concerning causal reasoning) so that a detailed 
production and evaluation of various instances of IBE can be sys-
tematically undertaken. This is important for advancing the studies 

 
2 He illustrated this point by showing that IBE provides epistemic grounds for 
enumerative induction: we can justifiably conclude “All A’s are B’s” only if this 
generalization best explains data showing that all observed A’s are B’s. 
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of ordinary human reasoning, as well as computational argumenta-
tion. Our purpose here is to pursue such more pragmatic goals, but 
in the spirit of Harman’s original analysis: our elaboration of the 
structure of IBE spells out the often-implicit elements of this ubiq-
uitous form of reasoning, thus making IBE not only theoretically 
more precise, but also practically usable. 

The paper proceeds as follows. Section 2 presents four accounts 
of the inferential structure of abduction (IBE) and identifies three 
problems: inadequate representations, structural vagueness, and un-
warranted simplicity. In Section 3, we use concepts from philosophy, 
argumentation theory, and law to tackle these problems. We discuss 
different theoretical solutions available in the literature, choose the 
most promising ones, improve existing representations of IBE struc-
tures, and develop a new argument scheme for IBE (Section 4). In 
Section 5, we discuss some applications, implications, and qualifi-
cations of the new, extended IBE scheme. Section 6 summarizes our 
results. 

2. Four structures and three challenges 

IBE starts from data (e.g., a patient’s laboratory tests show presence 
of panagglutinin), progresses via some explanatory connection (e.g., 
hemolytic anemia would explain the presence of panagglutinin), and 
ends with concluding that the proposition which, supposedly, best 
explains the data is true (e.g., “The patient has hemolytic anemia”). 
Let’s start our analysis by presenting four schemes for abduction and 
IBE, proposed by influential authors: Peirce (1903, in Peirce 1994), 
Harman (1965), Josephson and Josephson (1994), and Lipton 
(2004).3 

 
3 Two important clarifications. First, authors use different propositional letters. For 
the sake of consistency and clarity, we substitute their letters with H (for the ulti-
mate conclusion: Hypothesis, explanation, explanans, cause, diagnosis, etc.) and 
E (for the Explanandum, i.e., facts, data, or observations that require explanation). 
Second, strictly speaking, Harman and Lipton do not offer schemes, but schemes 
are directly reconstructable from their accounts of IBE. According to Harman 
(1965, p. 89): “In making this inference one infers, from the fact that a certain 
hypothesis would explain the evidence, to the truth of that hypothesis. In general, 
there will be several hypotheses that might explain the evidence, so one must be 
able to reject all such alternative hypotheses before one is warranted in making the 
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The surprising fact, E, is observed. 
But if H were true, E would be a matter of course. 
Hence, there is reason to suspect that H is true. (Peirce 1903, 
in 1994, CP 5.189) 
 
Evidence E. 
Hypothesis H would explain E. 
H would provide a “better” explanation for E than would any 
other hypothesis. 
Therefore, hypothesis H is true. (Harman 1965, p. 89) 
 
E is a collection of data (facts, observations, givens). 
H explains E (would, if true, explain E). 
No other hypothesis can explain E as well as H does. 
Therefore, H is probably true. (Josephson and Josephson 1994, 
p. 5) 
 
Available evidence (E). 
H, if true, would provide the best explanation of that evidence 
(E). 
Therefore, H is (approximately) true. (Lipton 2004, p. 1) 

 

These schemes are appropriate for introductory purposes, but they 
only express IBE’s definition in structural terms, i.e., in terms of 
premises and a conclusion. In addition to spelling out the definition, 
a comprehensive argument scheme must be sensitive to broader the-
oretical considerations and do justice to several “surrounding” issues 
concerning IBE. Simplistic schemes are vague approximations and, 
as such, entail three distinct problems: 
 

 Inadequate representations. Usually, some elementary 
units—i.e., premises and conclusions—lack accurate 

 
inference. Thus one infers, from the premise that a given hypothesis would provide 
a ‘better’ explanation for the evidence than would any other hypothesis, to the 
conclusion that the given hypothesis is true.” In Lipton’s (2004, p. 1) words: “Ac-
cording to the model of Inference to the Best Explanation, our explanatory con-
siderations guide our inferences. Beginning with the evidence available to us, we 
infer what would, if true, provide the best explanation of that evidence.” 
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formulations. Propositions might come with inadequate ep-
istemic or pragmatic modifiers (e.g., “probably” or “approx-
imately”) or lack modifiers. Note, for instance, that Harman 
does not qualify IBE’s conclusion. 

 Structural vagueness: Even if propositions are accurately 
formulated, logical connections between premises and con-
clusions are unclear. For instance, take two premises: “H ex-
plains evidence,” and “H explains evidence better than any 
other hypothesis.” Are these premises mutually independent 
units that jointly support the conclusion (“H is true”), or does 
the latter, somehow, logically presuppose the former? (Or 
even, as radical contrastivists would claim, the former de 
facto presupposes the latter: only best explanations in fact 
explain.) Simplistic schemes cannot answer such questions. 

 Unwarranted simplicity: Even if connections between exist-
ing propositions are structurally clear, some premises, con-
clusions, and connections are simply missing. For instance, 
what makes H the best explanation of evidence? How are al-
ternative hypotheses eliminated? How is selecting the best 
explanation related to one’s personal interests or contextual 
goals? A complete scheme is wanting.  

 

In the next section, we combine insights from philosophy, argumen-
tation theory, and legal studies to develop a more accurate, detailed, 
and comprehensive representation of IBE’s structure. First, philo-
sophical work on contrastive explanations (Dretske 1972; Lipton 
2004), and qualifiers like “hypothetically,” “plausibly,” and “pre-
sumably” (Godden 2017; Rescher 2006; Bodlović 2021) enables a 
more accurate representation of conclusion and premises. Second, in 
argumentation theory, the ongoing research on IBE’s argument 
scheme (Walton 2001, 2006; Walton et al. 2008; Wagemans 2016a, 
2016b; Yu and Zenker 2018; Olmos 2021), diagramming and argu-
mentative patterns (Govier 2010) reduce structural vagueness. Fi-
nally, the philosophical research on causal explanations and interest-
sensitivity (Lewis 1986; Lipton 2004) and legal scholarship on the 
standards of proof (Prakken and Sartor 2009; Macagno and Walton 
2012) enable us to identify additional normative conditions and con-
struct a stronger and more comprehensive version of IBE scheme. 
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For illustration purposes, we use examples from medical practice, 
IBE’s natural area of application. 

3. Developing an extended scheme for IBE 

A diagnostic procedure begins with data. The doctor collects infor-
mation about the patient’s biography, medical history, and symptoms 
(based on the patient’s testimony, physical examination, laboratory 
tests, etc.). Consider the following, real-life case from casiMedicos:4 
 

A 32-year-old woman with cerebral palsy from childbirth came to 
the emergency department after a few days of dark urine associated 
with an episode of high fever and dry cough. On admission, the CBC 
showed 16900 leukocytes/mm3 (85% S, 11% L, 4% M) ... In the 
biochemistry LDH 2408; bilirubin 6.8 mg/dl, … The morphological 
study of blood showed macrocytic anisocytosis with frequent sphe-
rocytic forms and polychromatophilia without blasts. The irregular 
antibody study is positive in the form of panagglutinin…  

 

Suppose the doctor concludes that “The patient has hemolytic ane-
mia associated with respiratory infection” because such a diagnosis 
provides the best explanation of the patient’s symptoms. Two initial 
questions are essential for improving the existing IBE schemes: what 
is the nature of the doctor’s conclusion, and how, exactly, should it 
be qualified? These interconnected questions are surprisingly diffi-
cult to answer.  

3.1. What is IBE’s conclusion H? 

The question about the nature of the IBE’s conclusion entails sub-
questions about its ontological and pragmatic features. Ontologi-
cally, it seems that, in many contexts, the conclusion must be factual. 
This seems obvious in the medical domain: a diagnostic procedure 
aims to discover and describe how the world is.5 However, 

 
4 casiMedicos is a project where collaborators attempt to make various medical 
data more accessible to the public (see https://www.casimedicos.com/). For in-
stance, in one part of the project, voluntary medical doctors explain examples from 
MIR (Medico Interno Residente) exams, necessary for practicing a medical spe-
cialization in Spain. We took our example from this data set. 
5 The factive nature of IBE’s conclusion coheres well with Hempel’s famous 
model of scientific explanation (see 1966, pp. 49-54). If (provisionally) translated 



How do Explanations Justify? 643 

© Petar Bodlović and Marcin Lewiński. Informal Logic, Vol. 44, No. 4 (2024), pp. 636–
682. 

Josephson and Josephson (1994, p. 13) stress that the IBE’s conclu-
sion is, in an important sense, theoretical. IBE starts with observa-
tions but leads to the conclusion that interprets them. The doctor 
does not conclude “The patient has anemia” because she “sees” ane-
mia, or because such diagnosis directly follows from observations in 
a trivial fashion, but because it provides a theoretical framework 
suitable for understanding data, i.e., (causally) explaining the pa-
tient’s symptoms. In this sense, an acceptable conclusion of IBE is 
theoretical and factive (because it attempts to be true). However, in 
other contexts, IBE’s conclusion can be acceptable without being 
factive. For instance, explanations which are strictly speaking false 
can nonetheless be acceptable if they are approximations that gener-
ate understanding, or idealizations that provide epistemic access to 
true beliefs.6 So, IBE’s conclusion is “in principle, theoretical or fac-
tual—typically mentioning either unobservable or merely unob-
served entities, properties, and processes” (Olmos 2021, p. 136, em-
phasis added).  
 However, understanding the pragmatic nature of IBE’s conclu-
sion is itself a complex task, while being crucial for improving the 
existing IBE schemes. If the doctor concludes “The patient has ane-
mia,” what is the pragmatic, epistemic, or even discursive status of 
her conclusion? Is the diagnosis confirmed, or accepted?7 And what 
kind of commitment does it represent? Cognitive commitments dif-
fer in strength and assume distinct normative requirements. 

 
into Hempel’s terms, the IBE’s conclusion (e.g., “The patient has anemia”) would 
represent a factual initial condition (an actual cause) that, together with some nat-
ural law, entails the explanandum (“The presence of panagglutinin on the patient’s 
laboratory test, etc.”).  
6 De Regt (2015, p. 3782) argues that, in some contexts, the existence of attractive 
forces might still explain gravitational phenomena, although Newton’s theory of 
gravitation only approximates reality and Einstein’s theory of general relativity 
refuted the existence of attractive forces. Elgin (2007, pp. 38-41) emphasizes that 
scientific explanations often include idealizations, although idealizations are false 
and do not purport to be true. Accordingly, fictive principles, such as an ideal gas 
law, might help us understand how some actual gas behaves. See Gaszczyk (2023) 
for further discussion. 
7 The notion of “confirmation” is typically used in probabilistic, Bayesian accounts 
of IBE. Its potential advantage is that it easily expresses “degrees of belief that fall 
short of full acceptance” (Lipton 2004, p. 63). 
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According to Peirce, abductive reasoning generates “explanations of 
phenomena held as hopeful suggestions” (1994, CP 5.196). 
 

Abduction merely suggests that something may be. Its only 
justification is that from its suggestion deduction can draw a 
prediction which can be tested by induction, and that, if we are 
ever to learn anything or to understand phenomena at all, it 
must be by abduction that this is to be brought about. No rea-
son whatsoever can be given for it, as far as I can discover; and 
it needs no reason, since it merely offers suggestions. (Peirce 
1994, CP 5.171) 

 

Although this coheres well with Hempel’s characterization of good 
scientific hypotheses as “happy guesses” (1966, p. 15), Peirce even-
tually gives more credit to abductive reasoning by portraying it as 
“intelligent guessing” (Peirce 1994, CP 6.530) that makes us “sus-
pect” the conclusion is true (CP 5.189). But by being an intelligent 
guess, a hypothesis becomes “more than a possible explanation. It 
needs to be plausible as well” (Yu and Zenker 2018, p. 578). Thus, 
the modal qualifier “plausibly” leads us to the first candidate formu-
lation of the IBE’s conclusion, namely: “Plausibly, H” (e.g., “Plau-
sibly, the patient has anemia”). 

This formulation works for generative abductive reasoning which 
produces the initial pool of hypotheses worth considering or testing, 
but is too weak for IBE that aims at selecting the best explanation. 
IBE’s conclusion does not only represent a plausible but the most 
plausible explanation. It is the defeasible explanation that passed a 
demanding epistemic test by “winning” the selection process. Ac-
cordingly, IBE’s conclusion is not (only) an intelligent guess and 
might even represent a piece of knowledge:  
 

If the abductive argument is strong, and if one is persuaded by 
the argument to accept the conclusion, and if, beyond that, the 
conclusion turns out to be correct, then one has attained justi-
fied, true, belief the classical philosophical conditions of 
knowledge… (Josephson and Josephson 1994, p. 16) 

 

Although the second formulation of the IBE’s conclusion—namely, 
“Knowingly, H”—pulls things in the right direction, it is too strong 
and restrictive. First, as Elgin (2007), de Regt (2015), and Gaszczyk 
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(2023) show, the best explanation might be non-factive in some ep-
istemic contexts. Also, some explanations might be selected for non-
epistemic reasons, such as harm reduction. Imagine the doctor must 
choose between the diagnoses H and H* when H and H* are, epis-
temically speaking, equally justified. Suppose, however, that H di-
agnoses the patient with a potentially deadly disease requiring im-
mediate treatment, while H* diagnoses her with a relatively harmless 
disease. Although the doctor cannot select the diagnosis on purely 
epistemic grounds, she can take precautionary measures, “err on the 
side of safety,” and proceed as if H is true to protect human life.8 In 
practical deliberation driven by non-epistemic goals, H might be the 
best explanation without being an epistemically justified belief. 

This makes “presumably” the most suitable qualifier for the IBE’s 
conclusion. There are several accounts of “presumption” (see God-
den and Walton 2007; Lewiński 2017; Witek 2021). From a standard 
dialectical standpoint, presumptions shift the burden of proof, but 
from a logical viewpoint, presumptions are either default rules of in-
ference (e.g., “If H would best explain why E, then, presumably, H”), 
or conclusions (e.g., “Presumably, H”) inferred from such rules and 
basic facts (e.g., “E is true”) (Rescher 2006, pp. 33-35). In this paper, 
we treat presumptions as conclusions of defeasible reasoning quali-
fied with “presumably.” “Presumably, H” indicates that due to epis-
temic, pragmatic, or, most usually, the combination of both epis-
temic and pragmatic considerations accepting H is the most reason-
able way to proceed (until or unless evidence shows otherwise). So, 
the presumption is a “singulary” status (Freeman 2005, p. 26): while 
contrary conclusions may simultaneously appear plausible, only the 
most plausible one is a presumption. The modifier “presumably” en-
tails “plausibly” or “defeasibly,” but not vice versa.  

Scholars usually distinguish cognitive (epistemic) from practical 
presumptions (Rescher 2006; Bodlović 2021). On the one hand, the 
concept of cognitive presumption fits perfectly with accepting H as 
the most plausible explanation. In Rescher’s (2006) view, cognitive 
presumption “represents our most plausible candidate for truth” (p. 
71). So, while cognitive presumption is the proposition that is, 

 
8 Namely, proceeding as if H* is true when it is false (i.e., when H is true) might 
be fatal to the patient. 
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epistemically speaking, “more plausible than its potential rivals” (p. 
39), IBE’s conclusion usually includes an explanation that is, epis-
temically speaking, better than its potential rivals. Once we recog-
nize that explanations can, indeed, generate presumptions, the corre-
spondence becomes even more obvious. Namely, Rescher believes 
that a proposition can be presumed due to its “epistemic utility,” i.e., 
because it would “if accepted, explain things that need explanation” 
(p. 47). In effect, when selected on epistemic ground, IBE’s conclu-
sion should be qualified with a cognitive (epistemic) version of the 
presumptive modifier: “Presumably(c), H.”  
 On the other hand, the concept of practical presumption expresses 
accepting H as, pragmatically speaking, the most suitable explana-
tion. Following the work of Ullmann-Margalit (1983) and Godden 
(2017), Bodlović (2021) suggests that p is a practical presumption 
“if an agent proceeds on p to promote a non-epistemic goal and, typ-
ically, to avoid greater harm in circumstances of uncertainty and 
pressure” (p. 289). This definition perfectly describes the doctor’s 
reasoning in the previous case of practical deliberation: H is uncer-
tain, the medical treatment urgent, and the doctor accepts an expla-
nation H (“The patient has a deadly disease”) to protect the patient’s 
life. Accordingly, when selecting IBE’s conclusion on pragmatic 
grounds, we should qualify it with a practical version of the pre-
sumptive modifier: “Presumably(p), H.” Since our general scheme 
should be sensitive to both epistemic and pragmatic considerations, 
we might generalize the conclusion, as follows: “Presumably(c/p), H.” 

Someone may object that “Presumably(p), H” blurs the line be-
tween IBE and practical reasoning. If protecting a patient’s life is the 
ultimate goal, concluding “The patient has a deadly disease” (H) is 
based on weighing practical costs rather than assessing H’s explan-
atory potential. In the context of epistemic uncertainty, the doctor 
might infer “The patient has a deadly disease” to avoid a costlier 
mistake, but still be convinced that “The patient has a harmless dis-
ease” (H*) provides a better explanation of her symptoms. Accord-
ingly, explanatory and practical considerations should remain sepa-
rated.9 Although this poses a genuine challenge for choosing 

 
9 We thank the anonymous reviewer for formulating this challenge and requesting 
further clarifications. 
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“Presumably(p)” as an adequate modifier, linking IBE to practical ra-
tionality and cost management is common in the literature. For in-
stance, Harman writes: 

 

There is, of course, a problem about how one is to judge that 
one hypothesis is sufficiently better than another hypothesis. 
Presumably such a judgment will be based on considerations 
such as which hypothesis is simpler, which is more plausible, 
which explains more, which is less ad hoc, and so forth. (Har-
man 1965, p. 69) 

 

Arguably, choosing the simpler or less ad hoc hypothesis is a matter 
of practical or economic rationality, i.e., cost-benefit analysis. In 
Rescher’s words: 
 

Simpler (more systematic) answers are more easily codified, 
taught, learned, used, investigated, and so on. […] It is the very 
quintessence of foolishness to expend greater resources than 
are necessary for the achievement of our governing objectives. 
[…] The rational basis for preferring inductive simplicity lies 
in considerations of the economic dimension of practice and 
procedure rather than in any factual supposition about the 
world’s nature. (Rescher 2006, pp. 126-127) 

 

So, at least sometimes, explaining is governed by practical cost-ben-
efit considerations that promote epistemic ends. However, scholars 
also recognize that non-epistemic cost-benefit considerations affect 
the explanation’s quality. When discussing the nature of the abduc-
tive conclusion, Josephson and Josephson remark: 
 

Beyond the judgment of its likelihood, willingness to accept 
the conclusion should (and typically does) depend on: 
1. pragmatic considerations, including the costs of being 
wrong and the benefits of being right 
2. how strong the need is to come to a conclusion at all, espe-
cially considering the possibility of seeking further evidence 
before deciding. (Josephson and Josephson 1994, p. 14) 
 

Walton (2001, 2006), Yu and Zenker (2018), and Olmos (2021) also 
acknowledge the relevance of pragmatic, cost-benefit considerations 
to IBE (mostly by referring to Josephson and Josephson). So, 
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assuming a purely epistemic account of explaining according to 
which practical considerations can never affect explanatory values 
appears too restrictive. Moreover, explanations sometimes promote 
epistemic goals of a very practical nature. For instance, explaining is 
more practically oriented when enhancing “understanding” (instead 
of “knowledge”) since understanding is typically defined as a cogni-
tive ability (see Grimm 2010; Hills 2016; Bodlović and Kudlek 
2024). Finally, the “bestness” of explanation depends on several 
premises that have a pragmatic flavor (e.g., premises concerning the 
“standard of proof,” or “pragmatic relevance” of a cause), as our ex-
tended IBE scheme will show. Hence, “presumably” is the most ap-
propriate modifier because it can express the epistemic justification 
of IBE’s conclusion, as well as the (potential) importance of prag-
matic considerations. 
 Choosing the presumptive modifier has several implications. The 
most obvious implication is that some sort of qualification is needed, 
to begin with. Conclusion “Hypothesis H is true” (Harman 1965, p. 
89) is simply too strong: “[F]or obvious reasons of fallibility, one 
should rather speak of the probable truth of the best hypothesis” 
(Dragulinescu 2016, p. 216). Josephson and Josephson also suggest 
that “H is probably true” (1994, p. 5). So, the natural question is: 
Why prefer “Presumably(c/p), H” over “Probably, H”? 
 Using “presumably” has several advantages. First, as explained 
above, some explanations are primarily selected for pragmatic rea-
sons, and such reasons cannot be fully expressed in probabilistic, 
e.g., Bayesian terms. Second, even when focusing solely on epis-
temic considerations, probabilistic inference depends on having a 
big and representative sample and translating data into numerical 
values. Usually, however, numbers are unavailable, inadequate, and 
perhaps even unnecessary (Josephson and Josephson 1994, pp. 26-
27; Dragulinescu 2016, pp. 211-213). Third, the highly probable ex-
planation might not be the best. Lipton (2004, p. 59) offers an exam-
ple: “It is extremely likely that smoking opium puts people to sleep 
because of its dormative powers … but this is the very model of an 
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unlovely explanation.”10 Some likely explanations such as this one 
are not informative and do not contribute to understanding the data.11 
Fourth, even if the likeliest explanation provides understanding, 
“probably” may entail “presumably.” When H is a highly probable 
proposition, it usually becomes the most plausible proposition, i.e., 
a cognitive presumption: “The pivotal principle here authorizes the 
presumption of the probable” (Rescher 2006, p. 42).  

To conclude, “probably” entails challenges that “presumably” 
does not, and when “probably” is adequate, typically, “presumably” 
is adequate, too.12 So, in expressing the IBE’s conclusion, “plausi-
bly” is too weak, “knowingly” too restrictive, and “probably” too 
weak (as it allows uninformative explanations) and too restrictive (it 
does not allow uncertain, but pragmatically suitable explanations). 
In comparison, “presumably” seems adequate across all these sce-
narios. 

Choosing “presumably” leaves us with one final lesson: it is in-
correct to interpret the final conclusion of IBE as a hypothesis. To 
be sure, “hypothesis” is often used in everyday, loose sense. But to 
count as a hypothesis in a strict technical sense, H must have specific 
epistemic and pragmatic features. First, according to Peirce (1994, 

 
10 Conversely, one might select the best explanation that is highly unlikely. Some-
times, we must choose the best explanation among several unlikely, unpersuasive, 
bad explanations (see van Fraassen 1989). 
11 According to Lipton (2004), likeliness and loveliness reflect different goals of 
explanation, thereby providing distinct evaluation standards. Likeliness is oriented 
toward selecting a true, most warranted explanans in relation to the total available 
evidence. As a result, likely explanations are sensitive to defeaters, such as con-
flicting, competitive explanations. By contrast, loveliness is oriented toward se-
lecting an explanans that increases our understanding of the data. However, under-
standing is not necessarily associated with total evidence and might be insensitive 
to epistemic defeaters. Like several other authors, Lipton remarks that Newtonian 
mechanics still offers a lovely explanation of the natural world despite being de-
feated and, consequently, unlikely. In Lipton’s view, a plausible account of IBE 
must combine likeliness and loveliness. For instance, likeliness may assist us ini-
tially, while forming a set of plausible, potential hypotheses, while loveliness may 
assist us later on while choosing the best, presumed explanation from the set of 
initial hypotheses (see Lipton 2004, pp. 60-63). 
12 Rescher (2006, pp. 42-44) refers to the famous Lottery paradox to show that 
there are cases where low-probability propositions should, nevertheless, be pre-
sumed. 
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CP 5.196) H must be testable, i.e., entail empirical consequences en-
abling its confirmation or disconfirmation. Second, the goal of intro-
ducing H as a hypothesis is testing H: “The observable consequences 
derived from hypotheses are generated for the purpose of confirming 
or confuting the hypothesis itself” (Godden 2017, p. 501). Third, im-
mediately after they are introduced, “hypotheses tend to have very 
little going for them, evidentially speaking” (Godden 2017, p. 501). 
They must fulfill some “minimal conditions … such as being con-
sistent with all of the evidence,” but are supposed to “accumulate 
[their] evidential merit along the way” (p. 501). This characterization 
makes it clear that the conclusion of successful IBE cannot be a hy-
pothesis. At the final stage, H is already tested and, by surviving the 
test, becomes (epistemically) justified. Instead of testing whether H 
is true, we provisionally accept it and proceed as if H is true. So, H 
is a presumption, not a hypothesis. 

3.2. What is IBE’s explanandum E?  

How should we formulate the basic premise triggering IBE or the so-
called explanandum E?13 In our medical example, E amounts to a set 
of symptoms (“The patient’s laboratory tests show elevated LDH, 
presence of panagglutinin, etc.”) the existence of which makes the 
conclusion (“The patient has hemolytic anemia associated with res-
piratory infection”) acceptable. The conclusion (diagnosis), on the 
other hand, makes the explanandum (symptoms) understandable.  

Scholars characterize explanandum in different terms. According 
to our introductory schemes, the conclusion of IBE is justified by 
some “evidence” (Harman 1965, p. 89; Lipton 2004, p. 1), 

 
13 We take this well-known term from Hempel (1966). The expression denotes the 
phenomenon that requires explanation or is being explained. An explanandum is 
usually uncontroversial, taken for granted, and does not require justification. In a 
dialogical context, it represents a common ground proposition, i.e., a claim, state-
ment, event, fact, or a story that dialogue parties agree on, but may find puzzling 
and worthy of explanation (Walton 2005, 2011). For instance, both the doctor (the 
explainer) and the patient (the explainee) agree that the patient has dark urine, but 
are surprised by this anomaly and want to find an explanation of why this is the 
case. Whether an offered explanation must consist of true (Hills 2016), dialecti-
cally acceptable (van Eemeren and Grootendorst 2004, p. 72), or mutually under-
standable propositions (Walton 2005) is a difficult question, but, luckily, not es-
sential to our present purposes.      
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“collection of data” (Josephson and Josephson 1994, p. 5), and “sur-
prising fact” (Peirce 1994, CP 5.189). Furthermore, explanandum 
amounts to “observed findings” (Walton 2001, p. 144), “set of facts” 
(Walton 2001, p. 162; Wagemans 2016b, p. 102), “some event that 
has occurred” (Walton et al. 2008, p. 172), or some “shared or agreed 
upon … data” (Olmos 2021, p. 137). Under scrutiny, such accounts 
of explanandum turn out to be both too narrow (restrictive) and too 
broad (permissive) for the sake of developing a general IBE scheme. 

Previous characterizations apply to stereotypical cases of the ex-
planandum. Typically, we need explanations when facing something 
unfamiliar, puzzling, or surprising, i.e., some anomaly that conflicts 
with our knowledge and expectations (Walton 2011). But IBE is not 
always motivated by a surprising fact. As Lipton remarks, “[t]he rat-
tle in my car is painfully familiar, and consistent with everything else 
I believe, but while I am sure there is a good explanation for it, I 
don’t have any idea what it is” (2004, p. 26). Furthermore, IBE might 
be triggered by an explanandum that, at time t1, is not considered 
factual, or accepted as a shared belief. Imagine that, at t1, “The pa-
tient has hemolytic anemia” is only a hypothesis, just one among 
many explanations that should be tested. In such circumstances, it is 
entirely natural to ask “What would explain hemolytic anemia?” and 
consider potential causes of this disease.14 In other words, it is en-
tirely natural to seek an explanation for a hypothetical statement. 
Consequently, previous characterizations are too narrow: sometimes, 
the explanandum is not surprising, factual, or agreed upon. 

More importantly, the previous formulations hide the explanan-
dum’s contrastive nature. According to Lipton (2004, p. 33), the phe-
nomenon that needs explaining “consists of a fact and a foil.” In our 
example, the fact is the set of symptoms and the foil is some contrast 
class, explanatorily relevant in a given context.15 For instance, 

 
14 Note that discussing causal explanations of hypothesis H is directly relevant for 
testing H. Suppose that having some viral infection (H’) often causes hemolytic 
anemia (H). Hypothesis H’ may motivate the doctor to perform additional tests the 
results of which will, then, either increase or decrease the plausibility of “The pa-
tient has hemolytic anemia.” 
15 What makes a contrast class “explanatorily relevant”? Or, in the words of one 
of the reviewers who pushes us on this point, “where does it come from?” We 
justify more precisely the relevance of contrast classes in pragmatic terms in Sec. 
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explaining why “The patient has a high fever, instead of no fever” 
differs from explaining why “The patient has a high fever, instead of 
low-grade fever;” and explaining why “The patient has a dry cough, 
instead of no cough” differs from explaining why “The patient has a 
dry cough, instead of wet cough,” etc. Indeed, any proposition can 
have a different contrastive focus: “I sold my typewriter to Clyde” 
differs from “I sold my typewriter to Clyde” (Dretske 1972, p. 411). 
Recognizing contrastive differences is essential because they set nor-
mative boundaries. For instance, if the explanandum comes down to 
“selling instead of giving my typewriter,” then “I needed the money” 
provides a good explanation. By contrast, if the explanandum comes 
down to “selling my typewriter to Clyde, instead of Alex,” then 
something like “he called first” does the explanatory job, while the 
money explanation does not. Contrast classes represent the first, in-
itial criterion for ruling out inappropriate explanations.16 

To conclude, the current formulations of the explanandum are im-
precise and broad. To narrow them down, we must make explicit that 
explanandum has a particular focus or contrast class: it does not 
amount to, e.g., “Surprising fact C,” but “Surprising fact C, instead 
of C*”; not “Data D,” but “Data D, instead of D*”, etc. Also, as ar-
gued above, we must formulate an explanandum so that it can 

 
3.5, while discussing the contrastivity of causal hypotheses / explanantia. The ar-
guments given there hold for explananda too, but let us briefly touch on the ex-
planandum-specific concerns. First, explananda are socially constructed via ex-
planatory dialogue, not just “observed” or “found” (see Rohfling et al. 2021): they 
depend on the interests, motivations, and knowledge of both the explainee and the 
explainer. Second, when a contrast class is not stated explicitly, it can be recon-
structed by taking into account mutual knowledge, common sense, prior talk, ex-
plainee’s social role, speakers’ interests, etc.—all of which generate some default 
expectations, which provide our “foil.” Take a simple fact that “John is home”. 
Why is he? It becomes a properly formulated explanandum to be (causally) ex-
plained only after we consider some contrast class. “Because he’s sick” works as 
a cause for the contrast class “John is at work,” “because he’s much better now” 
for “John is in the hospital” and “because his flight was cancelled” for “John is 
travelling.” Without such “foils” our attempted explanations are unguided and take 
us everywhere or, most likely, nowhere.  
16 For instance, an explanation that works for many contrast classes is usually triv-
ial, i.e., too general for relevant contextual purposes. In some sense, “The patient 
was born” explains her symptoms, conjoined with all relevant contrast classes, but 
this is hardly an explanation the doctor is looking for. 
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include unsurprising facts and non-factual statements. So, instead of 
facts, data, observations, etc., perhaps we should be talking about 
some contrastive proposition (or set of propositions) that requires 
explaining: “E, instead of E*”. 

So far, we addressed the problem of inadequate representa-
tions by formulating an IBE’s conclusion and explanandum more 
precisely. Next, we also address the problems of structural vagueness 
and unwarranted simplicity. 

3.3. How does IBE move from E to H? 

At this point, our IBE scheme looks like this: 
 

E, instead of E*. (e.g., high fever, instead of low-grade fever, etc.) 
Therefore, “Presumably (c/p), H.  (e.g., Presumably, hemolytic ane-
mia associated with…) 

 

But what glues the two together? The scheme is enthymemic, and an 
implicit major premise (or: connection premise, presumptive rule, 
warrant) enabling the inference from “E, instead of E*” to “Presum-
ably(c/p), H” should be made transparent. The simplistic introductory 
schemes seem to suggest that the connection premise is explanatory. 
So, let’s provisionally supplement our scheme with explanatory con-
siderations found in Harman’s (1965), Josephson and Josephson’s 
(1994), and Lipton’s (2004) schemes. To reduce structural vagueness 
associated with the standard form of argument presentation, we use 
argument diagrams that make distinct kinds of patterns and sup-
ports—e.g., linear (or serial), linked, convergent, divergent argu-
ment/support (Govier 2010)—more apparent.17  
 

 
17 Distinguishing between these inferential patterns entails a number of theoretical 
challenges (see Yu and Zenker 2022), but using diagrams and appealing to stand-
ard types of inferential support is still superior to presenting complex argument 
schemes in the standard form. That is, diagrams and inferential patterns allow us 
to better approximate logical relationships and provide us with preliminary tools 
to discover, and vocabulary to discuss “hard cases,” such as structurally ambigu-
ous inferences. 
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Diagram 1. Simplistic schemes as linked argument 

 
This diagram depicts the linked argument where premises justify the 
conclusion “only when they are taken together; no single premise 
will give any support to the conclusion without the others” (Govier 
2010, p. 37). The diagram seems plausible: explanatory premise 
“works together” with explanandum to justify “Presumably (c/p), H.”  
 However, simplistic schemes jump to explanatory considerations 
too quickly. Let us take a step back, focus on the relation between E 
and H and, before proceeding any further, supplement our scheme 
with an implicit premise we are undeniably committed to: “If E (in-
stead of E*), then, presumably(c/p), H.” We cannot justifiably infer H 
from E without accepting this conditional.18 
 

 
Diagram 2. Logical minimum 

 
By adding the conditional, we reconstruct the argument in line with 
the “logical minimum” (van Eemeren and Grootendorst 2004, p. 
117). Such a strategy appears trivial but helps to locate explanatory 

 
18 Suppose someone says: “I find inferring H from E acceptable, although the prop-
osition ‘If E, then H’ is unacceptable (or false).” Without further clarification, this 
seems contradictory. 
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premises within IBE’s overall structure. Since the conditional suf-
fices to bridge the logical gap between E and H, treating explanatory 
considerations as an additional premise of a linked argument (as in 
Diagram 1) makes them logically redundant. Since explanations are 
the driving force behind IBE, this consequence is unacceptable.  
 The solution is clear: explanatory considerations justify the con-
ditional. From the (descriptive) psychological perspective, believing 
that “H explains E” seems to motivate our reasoning from E to H. 
From the epistemic viewpoint, H being the (best) explanation of E 
justifies our inference from E to H. The latter interpretation coheres 
with Harman’s (1965) well-known thesis that IBE, in fact, justifies 
enumerative induction: the inference from “All observed A’s are B’s” 
(E) to “All A’s are B’s” (H) is justified only if H best explains E.19 
Argumentation scholars mostly recognize that “our explanatory con-
siderations guide our inferences” (Lipton 2004, p. 1, emphasis 
added). For instance, in Wagemans’ IBE scheme, “Hi is the best ex-
planation of E” supports “If it is observed that E is the case, we may 
assume that Hi is true” (2016a, p. 46). Similarly, in Olmos’ IBE 
scheme “‘H explains D’ … is taken as a reason to support that ‘D 
justify H’” (2021, p. 142).20 So, the explanatory premise justifies the 
conditional (rather than the conclusion H) in a “linear sequential pat-
tern” (Govier 2010, p. 37). 

 
19 If the explanandum “All observed ravens are black” is better explained by some 
other phenomenon, e.g., biased sample (e.g., excluding ravens that are not black), 
or compromised perception (e.g., a color-blind agent), then enumerative induction 
is unreliable.  
20 However, neither Olmos’ nor Wagemans’ scheme is sensitive enough to contrast 
classes and modifiers. 
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Diagram 3: IBE: ultimate justificatory sequence 

 
However, there is a dilemma concerning the conditional’s formula-
tion. Among the four initial, simplistic schemes, only Peirce’s in-
cludes the conditional, but formulates it differently: “If H were true, 
E would be a matter of course” (1994, CP 5.189). When constructing 
the scheme for the “argument from effect to cause,”21 Walton et al. 
(2008) offer a similar formulation, whereby the cause (H) is the an-
tecedent and the effect (E) the consequent of a conditional, but im-
mediately reject it for two reasons. Firstly, in the case of IBE, such 
“cause to effect” formulation—e.g., “Generally, if H [cause] occurs, 
then E [effect] will (might) occur” (p. 170)—leads to the fallacy of 
affirming the consequent.22 Secondly, and more importantly, the 
“cause to effect” formulation is misleading since it naturally reflects 
prediction. Namely, “If H, then E” seems to reflect reasoning that 
proceeds from cause (explanation) to effect (explanandum), while 
IBE is essentially “based on a retroduction” proceeding “from the 
observed data to a hypothesis about the presumed cause of the data” 

 
21 There is an obvious connection between this kind of argument and IBE since 
inferring the cause (e.g., diagnosis) comes down to inferring the proposition that 
(best) explains the effect (e.g., symptoms). 
22 In our opinion, this rejection of the “cause to effect” formulation might rest on 
a category mistake since affirming the consequent is a fallacy of deductive infer-
ence, while IBE is non-deductive. 
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(p. 171). Accordingly, we should prefer retroductive (“effect to 
cause”) rather than predictive (“cause to effect”) formulation. 

3.4. The quality of explanation: the standard of proof 

But on what grounds, exactly, is such retroductive conditional justi-
fied? Initial, simplistic schemes mention two distinct (but intercon-
nected) explanatory premises that, so far, we have been treating as 
one.  
 The first, comparative explanatory premise, lies at the heart of 
IBE. Lipton (2004, p. 1) offers the most straightforward formulation: 
“[H] would, if true, provide the best explanation of that evidence 
[E].” Harman (1965) and Josephson and Josephson (1994) offer 
equivalent formulations. Going back to our medical example, this 
means that the clinician is justified to infer “The patient has hemo-
lytic anemia associated with respiratory infection” (H) from “The 
patient has high fever (instead of…), dry cough (instead of…), ele-
vated LDH (instead of…), etc.” (E, instead of E*) because diagnosis 
H would provide the best explanation of the patient’s symptoms E. 
But how is H, then, qualified at this stage? Since H represents the 
most plausible explanation (explanans), according to our terminol-
ogy from Section 3.1, H should be presumed as an explanation. 
Therefore: 

 
 
Diagram 4: IBE: weak (basic) formulation 
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This is an improvement in comparison to the schemes insensitive to 
modifiers that do not track how H’s epistemic status changes at dif-
ferent points or stages of justification. However, this is still IBE’s 
weak (basic) formulation. Namely, even if hemolytic anemia is a pre-
sumed explanation, the inference from the patient’s symptoms to 
“The patient has hemolytic anemia” may be poorly supported. As 
van Fraassen’s (1989) “bad lot objection” suggests, H could be se-
lected from the set of really bad explanations and, consequently, be 
comparatively the best without being epistemically satisfactory.  
 This brings us to the second, non-comparative explanatory prem-
ise. Namely, in addition to being the best available explanation, H 
must correctly explain “E, instead of E*”. Harman’s and Josephson 
and Josephson’s schemes recognize this condition. The latter, for in-
stance, states: “[H] explains [E]” (1994, p. 5). Although the underly-
ing message is clear, the latter formulation is unfortunate since “H 
explains E”, if taken literally, seems presupposed by a comparative 
premise. “H best explains E” presupposes that “H explains E,” so the 
two conditions are not logically independent as they should be. Wal-
ton improves Josephson and Josephson’s scheme precisely in this re-
spect by stating: “[H] is a satisfactory explanation of [E]” (2001, p. 
162, emphasis added). Translated in our terms, “satisfactory expla-
nation” becomes a “sufficiently plausible explanation.” As far as the 
pragmatic (epistemic) status is concerned, even as a sufficiently 
plausible explanation (in a non-comparative sense) H is merely a hy-
pothesis (albeit a reasonable one), since it still must be tested against 
other plausible explanations. So, in the IBE’s standard formulation, 
comparative and non-comparative premises work together and pro-
vide linked support to explanation H being a moderately strong pre-
sumption.23 

 
23 For the general account of what contextual, justificatory, and deontic factors 
determine the strength of presumption, see Bodlović (2022). 
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Diagram 5: IBE: moderate (standard) formulation 

 
But even this might not suffice. Suppose two explanations H and 

H* are both sufficiently plausible, and H is only slightly better than 
H*. For instance, imagine that hemolytic anemia and marrow aplasia 
both explain the majority of a patient’s symptoms, and hemolytic 
anemia explains only one (inconclusive) symptom more.24 In this 
case, H is non-comparatively plausible, comparatively the best, but 
still relatively weak explanation: our acceptance of H instead of H* 
rests on H being able to explain one (inessential) symptom. So, to be 
an exceptionally strong presumption, H must be at the particular “ep-
istemic distance” from the second-best hypothesis H*. Such norma-
tive condition is not acknowledged in current IBE schemes but is 
standardly recognized in the legal scholarship on the standard of 
proof. 

 
24 Another advantage of using modifiers “plausibly” and “presumably” is that they 
can easily express the kinds of cases where contradictory statements have high 
epistemic values: both H and H* (i.e., not-H) can be highly plausible hypotheses. 
A Pascalian conception of probability (which is the dominant model today) has 
difficulties in expressing this because the sum of probabilities of contradictory 
statements must amount to 1. Put simply, if H’s probability value is high (say, 
0.89), then non-H’s probability value must be low (say, 0.11) (see Woods, Irvine 
and Walton 2003, pp. 298-300). 
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Legal scholars distinguish between four proof standards. In terms 
of IBE, first, the explainer satisfies the weakest scintilla of evidence 
standard (SE) by (a) offering some undefeated explanation H (how-
ever weak this explanation may be). Second, she fulfills the moder-
ate preponderance of evidence standard (PE) if she satisfies SE, and 
(b) H is more plausible than the strongest alternative explanation H*. 
Third, the explainer satisfies the strong clear and convincing evi-
dence standard (CCE) if she satisfies PE, but in addition (c) the plau-
sibility of H exceeds some threshold α, and (d) the difference be-
tween the plausibilities of H and H* exceeds some threshold β. Fi-
nally, she satisfies the highest beyond a reasonable doubt standard 
(BRD) if she fulfills CCE, and, simply put, (e) the epistemic distance 
between H and H* is particularly large, i.e., threshold β is exception-
ally high (see Prakken and Sartor 2009; Macagno and Walton 2012, 
p. 275; Bodlović 2022, p. 102). So, H would become a plausible ex-
planation by satisfying SE; (weakly) presumed explanation by satis-
fying PE; strongly presumed by satisfying CCE; and, finally, an ex-
ceptionally strong presumption by satisfying BRD.25  

Higher standards of proof (CCE and BRD) introduce the premise 
of explanatory distance that—linked with premises expressing plau-
sibilities of H and H*—supports the new, stronger formulation of a 
comparative premise: “H is a significantly better explanation of ‘E, 
instead of E*’ than H*”. Then, in the next inference step, the com-
parative premise—linked with the assumption that H and H* repre-
sent the strongest explanations available—justifies strongly 

 
25 The choice of the appropriate standard of proof depends on the contexts, inter-
ests, and practical stakes. For instance, in a criminal trial, the prosecutor must 
prove guilt beyond a reasonable doubt because the freedom (or even the life) of 
the accused is at stake. Differently put, the hypothesis “John is guilty of murder” 
must explain the available evidence (bloody gloves, fingerprints, etc.) beyond a 
reasonable doubt in order to count as the best explanans. By contrast, in civil cases, 
attorneys must satisfy only the moderate preponderance of evidence standard be-
cause the cost of committing a mistake is lower (e.g., the defendant usually must 
pay some money, but won’t spend a life in jail) (Prakken and Sartor 2009). Ac-
cordingly, IBE cannot easily be separated from the non-epistemic values and cost 
management: pragmatic factors determine the standard of proof, and the standard 
of proof determines “bestness.” For more reasons showing that pragmatic cost-
management also underlies scientific (i.e., genuinely epistemic) explanations, see 
Wilholt (2009). 
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presuming H as an explanation of “E, instead of E*”. Diagram 6 
shows how these advanced comparative considerations fit in the 
new, strong formulation of IBE’s structure. 

 

 
Diagram 6: IBE: strong (new) formulation 

3.5. Accepting the sufficiently plausible (causal) hypothesis 

Next, what makes an explanation H, unlike H*, sufficiently plausi-
ble? This is an extremely difficult question since many factors deter-
mine plausibility and might pull in opposite directions.26 In addition, 
explanations come with their own set of plausibility conditions. 
Namely, H must promote some unique explanatory virtues to be 
plausible as an explanation, i.e., to provide “understanding” (Lipton 
2004; Walton 2005, 2011; Grimm 2010) or “knowledge why” (Hills 
2016). Wagemans (2016b, p. 106) offers an extensive list of 

 
26 For instance, reliability of the source (perception, memory, expert testimony, 
etc.), evidential support, the absence of defeaters, coherence with existing 
knowledge, probability, normality, uniformity, simplicity, etc. (see Rescher 1976, 
pp. 6–7; 2006, pp. 38-44; Freeman 2005, p. 41). 
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explanatory virtues (usually discussed in the philosophy of science): 
accuracy of explanation, scope, genericity, fruitfulness, explanatory 
force, subsumptive power, refutability, empirical content (testability, 
observability), coherence, consistency, simplicity, elegance, parsi-
mony, consilience (convergence of evidence), etc. However, some 
explanatory virtue might be more relevant to one kind of explanation 
(e.g., causal) than the other (e.g., statistical or logical explanation). 

In this paper, we focus on the scope of causal explanations. This 
is a difficult choice because causality is hard to define. For instance, 
already in ancient times, Aristotle distinguishes between “four 
causes” (material, formal, efficient, and final) and corresponding 
types of explanation. Our present analysis assumes the most com-
monsensical, usual understanding of causation that, roughly, corre-
sponds to Aristotle’s efficient cause.27      

 

An event is considered the cause of another event if it precedes 
the caused event and is connected with it in a regular and con-
sistent fashion. As such then the event is explained in terms of 
its antecedent cause. For example, if an organism is exposed 
consistently to a bacterium before developing a specific dis-
ease then the bacterium is said to cause the disease and serves 
as the principal etiological agent for explaining the disease. 
(Marcum 2008, p. 140) 

 

So, to improve the IBE scheme, we assume that the explanations’ 
purpose is acquiring knowledge about causal structures (Lewis 
1986) and that H’s (diagnosis’) plausibility depends on how many 
features of explanandum E (symptoms) H explains (without, also, 
explaining features that are not detected).28 So, on what grounds can 
we accept H as a sufficiently plausible explanation? 

First, H must be causally connected to “E, instead of E*”. Obvi-
ously, if hemolytic anemia (associated with respiratory infection) 

 
27 Our present task does not require delving deeper into the notion of causation, 
but for a detailed analysis, see Pearl (2009).  
28 To be sure, identifying causal relations is a delicate business, so our scheme 
remains simplistic while, at the same time, improving current IBE schemes. Cur-
rent schemes recognize that cause might be either sufficient or necessary (Walton 
et al. 2008, p. 185; Wagemans 2016, p. 104), but do not make explicit premises 
concerning ontological and pragmatic relevance. 
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causally explains the symptoms, then it must, indeed, cause dark (in-
stead of normal) urine, high (instead of no) fever, dry (instead of no) 
cough, etc. This causal connection must be accurate, i.e., supported 
by the latest medical knowledge.  

But this is not enough because H might be irrelevant in the case 
at hand even if it causes “E, instead of E*”. Salmon (1971) illustrates 
this when criticizing Hempel’s “covering-law model” of explana-
tion: taking birth control pills avoids pregnancy, but they cannot ex-
plain avoiding pregnancy if taken by a male. So, a sufficiently plau-
sible causal explanation requires an accurate and also ontologically 
relevant causal connection: H must belong to the causal chain that, 
in fact, produced “E, instead of E*”.  

Interestingly, even this does not guarantee that H is a sufficiently 
plausible causal explanation. Ontologically relevant causal chains—
i.e., those that produced “E, instead of E*”—consist of many inter-
connected events. So, how do we pick the explanatorily appropriate 
cause? Suppose the patient died after being diagnosed with COVID-
19. As Lewiński and Abreu (2022) show, explaining the patient’s 
death in terms of COVID-19 faces many challenges. To be sure, 
sometimes, death cannot be explained by any other cause, but what 
if there was a preexisting condition, e.g., cancer, contributing to the 
severe case of COVID-19? Did the patient die “from” COVID-19, 
or “with” COVID-19? Did cancer cause death? Was it cancer and 
COVID-19 working together (Lewiński and Abreu 2022, p. 21)? Ar-
guably, selecting the plausible, or appropriate causal explanation 
might depend on contextual goals, and personal motives (perspec-
tives). For the oncologist, the primary cause of death is most likely 
cancer. For the government official who wants to raise public aware-
ness of the potentially fatal consequences of contracting COVID-19, 
the relevant cause of death is COVID-19. A grieving wife, who has 
been begging her husband to quit cigarettes for nearly thirty years, 
will find her explanation further up the causal chain: smoking two 
packs of cigarettes per day. So, a causal connection must be prag-
matically relevant to the user or the explainee.29  

 
29 Pragmatic relevance is an essential condition of good causal explanation regard-
less of who the user or the explainee is. In monological contexts, an agent explains 
things to herself, thereby playing both the explainer’s and the explainee’s role. In 
dialogical contexts, one agent assumes the explainer’s role and must tailor her 
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Recognizing pragmatic relevance as a part of the IBE scheme is 
essential since the early research on explanations and artificial intel-
ligence (Cawsey 1992; Moore 1995). Similarly, contemporary re-
search on the so-called eXplainable Artificial Intelligence (Rohlfing 
et al. 2021; Nyrup and Robinson 2022) emphasizes that explana-
tions, produced by intelligent systems, must be sensitive to the ex-
plainee’s background knowledge, goals, needs, and interests. The 
importance of pragmatic considerations is also recognized by philos-
ophers. Van Fraassen (1980), for instance, cites the following exam-
ple from Norwood Russell Hanson’s (1958, p. 54) Patterns of Dis-
covery to elucidate the pragmatic relevance of causal explanations:  

 

There are as many causes of x as there are explanations of x. 
Consider how the cause of death might have been set out by a 
physician as ‘multiple haemorrhage’, by the barrister as ‘neg-
ligence on the part of the driver’, by a carriagebuilder as ‘a 
defect in the brakeblock construction’, by a civic planner as 
‘the presence of tall shrubbery at that turning’. 

 

Then, he comments on this passage: “In other words, the salient fea-
ture picked out as ‘the cause’ in that complex process, is salient to a 
given person because of his orientation, his interests, and various 
other peculiarities in the way he approaches or comes to know the 
problem—contextual factors” (van Fraassen 1980, p. 125). Joseph-
son and Josephson (1994, p. 18) reach the same conclusion:  
 

When we conclude that a finding [E] is explained by hypothe-
sis H, we say more than just that H is a cause of [E] in the case 
at hand. We conclude that among all the vast causal ancestry 
of [E] we will assign responsibility [emphasis added] to H. 
Typically, our reasons for focusing on H are pragmatic and 
connected rather directly with goals of production or preven-
tion. We blame the heart attack on the blood clot in the coro-
nary artery or on the high-fat diet, depending on our interests. 

 

 
explanation to the explainee’s knowledge, understanding, interests, and needs (see 
Cawsey 1992; Moore 1995; Walton 2005, 2011) to satisfy the condition of a prag-
matic relevance. 
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While such interest relativism can be criticized as woefully subjec-
tive, the examples given above point to justifiable, socially consti-
tuted rights and obligations of different explanation-seeking and ex-
planation-giving agents, in their recognizable social roles and insti-
tutional capacities. So, in terms of Josephson and Josephson (1994), 
to be a sufficiently plausible explanation, H must be a responsible 
cause of “E, instead of E*.” And to be a responsible or an intelligible 
cause, H must be an accurate, ontologically, and pragmatically rele-
vant cause of “E, instead of E*”.30 
 Next, how do we determine if H causes “E, instead of E*”? Even 
if the complete answer to this question were available, we wouldn’t 
be able to present it in one relatively simple argument scheme. In the 
context of medical diagnostics, however, the key strategy for accept-
ing (or rejecting) some hypothesis comes down to determining to 
what extent the assumed disease or condition (diagnosis, cause) fits 
the observed symptoms (explanandum, effect). Setting aside the po-
tential uncertainties regarding the explanandum,31 the correct diag-
nosis should neither undergenerate nor overgenerate symptoms. 
Consider how hemolytic anemia (associated with respiratory infec-
tion) gets diagnosed in our example from casiMedicos. 

Clinical case 

A 32-year-old woman with cerebral palsy from childbirth came 
to the emergency department after a few days of dark urine 
associated with an episode of high fever and dry cough. On 
admission, the CBC showed 16900 leukocytes/mm3 (85% S, 
11% L, 4% M), hemoglobin 6.3 g/dL; MCV 109 fl, 360000 
platelets/mm3. In the biochemistry LDH 2408; bilirubin 6.8 
mg/dl, (unconjugated bilirubin 6.1 mg/dl), normal GOT and 

 
30 In Lipton’s terms, identifying a correct and ontologically relevant cause gener-
ates likely explanation, but, to be lovely, explanation must provide understanding, 
as well. However, what kind of understanding is needed may very well depend on 
the knowledge, interests, and motives of the explainee, as well as broader contex-
tual goals. 
31 In other words, assuming that there are no false positives (inaccurate symptoms 
that are “detected” due to measurement errors), no false negatives (accurate symp-
toms that are not detected), and that medical examination has been thorough 
enough. 
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GPT. The morphological study of blood showed macrocytic 
anisocytosis with frequent spherocytic forms and polychroma-
tophilia without blasts. The irregular antibody study is positive 
in the form of panagglutinin, making crossmatching difficult. 

Diagnosis 

An autoimmune hemolytic anemia would justify the data 
given: elevated LDH and bilirubinemia due to red cell destruc-
tion, polychromatophilia, spherocytosis and anisocytosis be-
cause the marrow is working hard to try to compensate for the 
anemia, which is regenerative. The study of irregular antibod-
ies and the presence of panagglutinin also supports this re-
sponse, since the binding of an antibody to the hematocyte pro-
motes its lysis and destruction. The girl presents cough and fe-
ver, consistent with a respiratory infection. 
 

So, hemolytic anemia (associated with a respiratory infection) 
gets diagnosed because it explains (most of) the observed symp-
toms—i.e., does not undergenarate (explain only a few among 
many detected symptoms)—but does not, normally, entail other 
symptoms that, in the present case, remain undetected (i.e., it does 
not overgenerate). This leads us to the following diagram. 
 

 
Diagram 7. IBE: causal explanatory support 
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3.6. Rejecting the strongest alternative hypothesis  

To complete our IBE scheme, we must tackle one remaining ques-
tion: How do we reject “the second best”, that is, the strongest alter-
native hypothesis: how do we show that H*, unlike H, is not a suffi-
ciently plausible explanation of “E, instead of E*”? 

Previous analysis allows us to give a relatively straightforward 
answer. Since Diagram 7 identifies positive conditions for accepting 
H, it also shows what can go wrong and represent a reason for re-
jecting H*. H* is rejected if it fails to fulfil some positive condition 
from Diagram 7: it can undergenerate, overgenerate, or be ontologi-
cally or pragmatically irrelevant. Consider how an alternative hy-
pothesis (“The patient has marrow aplasia”) gets eliminated in the 
casiMedicos example. 

 

Rejecting alternative diagnosis 
 

[A] marrow aplasia does not explain the choluria, the elevation 
of LDH, nor in the study of irregular antibodies is positive in 
the form of panagglutinin; an aplasia is a marrow failure char-
acterized by a total or partial disappearance of hemopoietic 
progenitors. In addition, pancytopenia is not observed, which 
is what would incline us more towards this pathology. 

 

So, basically, marrow aplasia undergenerates (does not explain ex-
isting symptoms like choluria, elevated LDH, etc.), as well as over-
generates (would entail pancytopenia that is not detected in the pre-
sent case), so, plausibly, it does not cause the patient’s symptoms. 
Let us present a hypothesis rejection in structural terms. 
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Diagram 8. IBE: causal hypothesis rejection 

 
Notice that all (sub)arguments are of the convergent type where 
“each premise states a separate reason … [and] could support the 
conclusion without the others” (Govier 2010, p. 38). For instance, 
even if H* were the cause of “E, instead of E*”, rejecting it as an 
explanation is still justified as long as H* is not a responsible cause. 
Or, even if H* explains all available symptoms (does not undergen-
erate), rejecting it as a cause is still warranted as long as H* over-
generates (entails many undetected symptoms).  

This concludes our present analysis. We can finally present our 
improved, extended, and stronger version of the IBE scheme. 
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4. An extended IBE arguments scheme 

 

Diagram 9. IBE: extended scheme (strong formulation)32 

5. Applications, implications, and qualifications  

But what are the broader implications of our IBE scheme? How does 
it contribute to the ongoing research in philosophy, argumentation 
theory, and artificial intelligence?  
 The proposed IBE scheme contributes to argumentation theory in 
several ways. Most obviously, it avoids several shortcomings asso-
ciated with the previous IBE schemes: it represents IBE’s premises 
and conclusions more accurately (by more careful use of modifiers), 
reduces structural vagueness (by using diagrams and referring to 
standard argument patterns), and introduces several premises that 
were not incorporated in previous schemes (despite being recognized 

 
32 Full-sized version available in the appendix on p. 682.  
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in the literature). Second, it advances the normative study of reason-
ing by going beyond the well-known “critical questions approach.” 
In argumentation theory in general and IBE scholarship in particular, 
it is quite common to provide a list of standard critical questions as-
sociated with a particular scheme. Some piece of reasoning (that in-
stantiates the scheme) sufficiently supports the conclusion only if 
such questions are answered appropriately (Walton 2001; Walton et 
al. 2008; Yu and Zenker 2018; Olmos 2021). For instance, Walton 
identifies four critical questions associated with the abductive argu-
mentation scheme. We mention only two:  
 

CQ1: How satisfactory is [H] itself as an explanation of [E], 
apart from the alternative explanations available so far in the 
dialogue? 
CQ2:  How much better an explanation is [H] than the alter-
native explanations available so far in the dialogue? (Walton 
2001, p. 162) 
 

Although normative assessment based on critical questions is plau-
sible, pedagogically useful, and dialectically appropriate, it also fails 
to specify a logical relationship between normative requirements. 
For instance, Walton’s CQ1 recognizes the non-comparative, and 
CQ2 a comparative requirement of the explanation’s quality, but his 
question-based approach does not elucidate either the logical rela-
tionship between the two requirements or between such require-
ments and the conclusion they attempt to support. Once we represent 
normative requirements (that underlie critical questions) as addi-
tional premises, we become able to provide even clearer instructions 
for the evaluation of IBE. For instance, according to our IBE scheme, 
a non-comparative premise “H is sufficiently plausible explanation 
of ‘E instead of E*’” partly justifies a comparative premise “H is a 
significantly better explanation of ‘E, instead of E*’ than H*.” Ac-
cordingly, the evaluator should pay more attention to a more funda-
mental, non-comparative explanatory strength. Since it elucidates 
normative hierarchy and provides even more practical instructions 
for assessing IBE, our present analysis favors a premise-based over 
a question-based approach. Admittedly, however, each of the 
scheme’s (sub-)premises can be an object of critical questioning, as 
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delineated in the argumentation scheme tradition. We hope to give 
this issue its due attention in future work.33 
 Third, to some extent, our scheme bridges the gap between stud-
ying inference (argument, explanation) as a product and studying it 
as a process, a distinction well-known in philosophy and argumen-
tation theory (see O’Keefe 1977; Wenzel 1992; Grimm 2010). To be 
sure, what we develop here is IBE’s inferential scheme, i.e., the final 
product: a strong or successful IBE is such, precisely because the 
elements of the complex scheme are fully considered and defended 
(see Sect. 4). However, the scheme also allows us, at least to some 
extent, to understand IBE as a process. The process, of course, is 
extended in time and starts from the initial “brainstorming” of a pool 
of (however weak) hypotheses and concludes in a justification of the 
presumptive truthfulness of “the best explanation”, that is, the ex-
planatory hypothesis that is best corroborated in the verification pro-
cess. In other words, along the temporal axis, the process moves 
from the weak entitlements and obligations of a “mere hypothesis” 
to the strong ones of a successfully verified, “best explanation”. This 
explanation, however “best” it is for now, can always be revised or 
even entirely controverted as new evidence or inferences flow in; yet 
it carries the presumptive status of the best truth candidate unless and 
until it is revised or controverted. Although our scheme is not tem-
poral, it allows us to “follow” IBE as a process by keeping track of 
modal qualifiers. In short, H starts as a plausible hypothesis (yet to 
be tested), becomes the best, presumed explanation, and, finally, on 
these explanatory grounds, gets presumed as a true proposition. 
 Fourth, the extended scheme enables us to closely study the inter-
play between explaining and justifying (or explanations and argu-
ments), a subject relevant to both philosophers and argumentation 
scholars. Notice that we treat explanandum as a basic premise of 
IBE, a proposition that justifies the conclusion, the (presumptive) 
explanans. By contrast, Hempel (1966) treats an explanandum as a 
conclusion that is being explained by the set of premises (initial con-
ditions and natural laws). Our approach has consequences for 
Hempel-derived textbook discussions of the argumentation-

 
33 We thank the anonymous reviewer for pushing us to clarify our stance on the 
“critical questions approach.” 
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explanation distinction in argumentation theory (cf. Dufour 2017; 
McKeon 2013), where for argumentation conclusion is treated as 
controversial and thus an object of a dispute, whereas in explanations 
conclusion is uncontroversial, as the mutually observed fact to be 
explained. On our approach, IBE is, somewhat paradoxically, argu-
mentative through and through, as it’s the “bestness” of the conclu-
sion-qua-explanans that is at issue here, rather than the justification 
of the explanandum. In short, the inference from “E instead of E*” 
(explanandum) to “Presumably, H” (ultimate conclusion) is justified 
by H’s explanatory “bestness,” and the “bestness” is justified by var-
ious comparative and non-comparative premises of a complex argu-
mentation scheme.  
 Fifth, our scheme might contribute to the philosophical discussion 
about realism and anti-realism, although modestly and indirectly. In 
the philosophy of science, realists contend that good scientific ex-
planations attempt to give us knowledge (accurate descriptions) of 
the world, i.e., that acceptable scientific explanations must consist of 
true beliefs. By contrast, anti-realists argue that good explanations 
are (also) associated with various pragmatic ends, do not attempt to 
describe mind-independent reality, and that, consequently, the expla-
nations’ acceptability requires neither believing that the explanations 
are true, nor that the entities they assume, in fact, exist. Our scheme 
is general enough to capture both realistic (e.g., “H is an ontologi-
cally relevant cause”) and anti-realistic requirements (e.g., “H is a 
pragmatically relevant cause”) and approximate their logical rela-
tionships.  

Also, the idea that IBE’s conclusion is aimed at a correct descrip-
tion of the explanandum need not entail any strong realist commit-
ments about the ontological status of “the unobservable.” The “truth” 
of the explanans (cf. Harman) can have strong realist reading (enti-
ties that explain actually exist), but a range of more modest interpre-
tations—still avoiding deflationary nominalism—is available. One 
of them is van Fraassen’s (1980) “constructive empiricism” content 
with the notion that “the acceptance of a theory involves as belief 
only that it is empirically adequate” (1980, p. 12, italics in the orig-
inal). In many quotidian and also medical cases we discussed here, 
the “empirical adequacy” of explanations bottoms out in some actu-
ally existing phenomena: the noises in the wall are explained by the 
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fact “that a mouse has come to live with me” (van Fraassen 1980, p. 
20); the symptoms are explained by the fact that a patient has con-
tracted virus X. But in more sophisticated theoretical cases discussed 
by the philosophers of science interested in IBE,34 the inference from 
best explanation to factual existence is not so straightforward and, 
therefore, remains highly controversial. Our approach can be com-
fortably non-committal on such issues because, first, we’re dealing 
with the metaphysically easy cases here and, second, because our 
goal is to understand the argumentative and pragmatic nature of 
IBE’s conclusion, not its metaphysical status. As such, it remains 
open to and consistent with a variety of views.35   
 Sixth, systematizing IBE’s normative (evaluative) conditions is 
also relevant for understanding abductive reasoning. The relation-
ship between IBE and abduction is philosophically controversial 
since scholars associate them with different stages of scientific in-
quiry and emphasize differences between the context of discovery 
and the context of justification, that is, between the generation and 
evaluation of hypotheses (see Hintikka 1998; Minnameier 2004; 
Campos 2009; Mcauliffe 2015; Yu and Zenker 2018; Urbański and 
Klawiter 2018). Intuitively, however, generation (associated with ab-
duction) and evaluation (associated with IBE) are inextricably inter-
twined: while the creative process of producing a (plausible) hypoth-
esis always involves evaluation—whereby unpromising hypotheses 
are quickly discarded, or not even imagined—the evaluative process 
of comparing-and-contrasting a hypothesis against other candidate 
hypotheses both relies on and possibly inspires further generation 
(see Magnani 2001). So, from the structural viewpoint, conditions 
that, in the case of IBE, justify H as the best explanation (that should 
be presumed at the final stage of inquiry) may also, in the case of 
abduction, justify {H, H1, H2, H3} as the best set of potential expla-
nations (that should be considered at the initial stage of inquiry and 
tested further on). Even if abduction and IBE are not identical types 
of reasoning (as they are applied at different stages of the inquiry), 
they still seem structurally similar, so studying how, ultimately, the 

 
34 For instance, do atoms, black holes, and attractive forces actually exist, or are 
rather theoretical constructs capable of explaining the observable phenomena? 
35 We thank the anonymous reviewer for pushing us to clarify the relationship be-
tween our IBE scheme and the realist approach. 
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best hypothesis is selected might help us understand how, initially, 
plausible hypotheses are generated.36 

Finally, we believe that a detailed structural account of IBE may 
contribute to the development of the so-called eXplainable Artificial 
Intelligence (XAI). XAI is an emerging field in AI that seeks to de-
velop methods that would make AI systems transparent and inter-
pretable by clarifying their goals, training, databases, limitations, 
and inferences. As Mittelstadt, Russell and Wachter (2018) remark, 
everyone agrees that AI systems should explain their outputs—e.g., 
medical diagnostic AI systems should be able to explain why and 
how their diagnoses are inferred from the input data—without hav-
ing a clear idea of what, exactly, constitutes a good explanation. 

 

[O]ne of the most striking aspects of research into explainable 
AI (xAI) is how many different people, be they lawyers, regu-
lators, machine learning specialists, philosophers, or futurolo-
gists, are all prepared to agree on the importance of explainable 
AI. However, very few stop to check what they are agreeing 
to, and to find out what explainable AI means to other people 
involved in the discussion. (Mittelstadt, Russell and Wachter 
2018) 

 

Hopefully, IBE’s structural account might at least sometimes offer 
guidelines to XAI researchers and direct AI systems toward human-
like explanations based on causal (instead of statistical) considera-
tions. 

 

If we want to design, and implement intelligent agents that are 
truly capable of providing explanations to people, then it is fair 

 
36 Olmos (2021) distinguishes between abduction and IBE not in terms of internal 
reasoning processes, but rather as forms of externalized arguments. Abduction is 
a form of argumentation scheme with its unique justificatory warrant (namely: 
that the generated hypothesis could explain the data), while IBE is a “communi-
cative processes of selecting, assessing, and weighing alternative explanatory hy-
potheses, purporting the use of varied argumentative, counterargumentative, and 
metaargumentative schemes and structures” (2021, p. 136). Even on this account, 
most useful in better understanding the argumentative dynamics of abduction and 
IBE, the structural similarity between them holds: abductions would be character-
istically nested within IBE activities, while the latter would be inescapably, even 
if only partly, constituted by the former. 
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to say that models of how humans explain decisions and be-
haviour to each other are a good way to start analysing the 
problem. (Miller 2019, p. 2) 
 
To reach a level of explainable medicine we need causability 
… [that] encompasses measurements for the quality of expla-
nations [Causibility is] the extent to which an explanation of a 
statement to a human expert achieves a specified level of 
causal understanding with effectiveness, efficiency and satis-
faction in a specified context of use. (Holzinger et al. 2019, pp. 
1-3) 

 

Our IBE scheme identifies typical premises that the explainee might 
need in order to understand the explanandum or to test the initial 
explanation provided by the AI system. Since such premises can also 
be understood as responses to explainee’s (critical) questions, XAI 
researchers might directly profit from our systematic account of IBE. 
For a short literature review discussing ways in which argument 
schemes can be relevant to different lines of research in AI, see 
Macagno (2021).    

6. Conclusion 

We constructed a new IBE scheme that avoids several problems as-
sociated with present schemes, such as inadequate representations of 
propositions, structural vagueness, and unwarranted simplicity.  

First, the proposed scheme avoids some problems of representa-
tion by a more precise treatment of pragmatic (epistemic) modifiers 
(“hypothetically,” “plausibly,” and “presumably”), and acknowledg-
ing the contrastive nature of explanandum. Second, it eliminates 
structural vagueness by using diagrams and clarifying the logical 
support between premises and conclusions (linked, convergent, and 
linear support). Finally, the new IBE scheme reduces unwarranted 
simplicity by introducing additional premises essential for inferring 
justified conclusions (e.g., premises related to the higher standards 
of proof, ontological and pragmatic relevance, under- and overgen-
eration, etc.).  

By proposing a comprehensive checklist of normative concerns 
essential for performing and evaluating IBE, the present scheme 
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contributes to understanding a ubiquitous type of human reasoning 
(and also allows for computational applications, in a natural connec-
tion to the emerging field of XAI). In future analysis, we should im-
prove our simplistic account of causal explanation and generalize the 
IBE scheme, so that it equally applies to non-causal (e.g., statistical) 
instances of IBE. 
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Diagram 10. Version of. IBE: extended scheme (strong formulation) 
(Enlarged) 


