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1. Introduction

In philosophy, very rarely does an idea enjoy the consensus of all thinkers. Yet, for many centuries, reasons were considered by virtually all philosophers as an essential component of knowledge. Since Plato, it was a commonplace that mere true belief does not suffice for knowledge, and that a person should have reasons of some kind if her belief is to qualify as knowledge. Whether or not the word “reasons” was used, it was commonly assumed that most beliefs needed to be supported by other beliefs. Ideas that were
“clear and distinct,” in the case of Descartes, or perceptual beliefs, in the case of empiricists, could be taken at face value, but non-foundational beliefs could only meet the requirements for knowledge if they were backed up by good reasons.

Argumentation theorists have—obviously enough—also emphasised the important role of reasons in the justification of our beliefs. Putting forward reasons in support of an asserted belief is considered as one of the main ways—if not the main way—to justify that belief to others. Of course, counterarguments or objections may arise, and, as a result, a critical discussion may ensue, but that is just part of the process of justification. If, by the end of the discussion, the arguer has provided sufficiently adequate and strong reasons and has dealt with their opponent’s counterarguments, then they can be considered justified in their belief.

However, things changed in epistemology during the second half of the 20th century. After Gettier (1963) famously presented his counterexamples to the traditional definition of knowledge as justified true belief, new epistemological approaches were proposed that did not take into account the concept of reasons. This is true particularly of externalist conceptions of epistemic justification. According to externalists, beliefs are justified by features of the world of which the epistemic agent may not even be aware. For instance, Goldman (1967) attempted to solve the problem by proposing a causal theory of (empirical) knowledge according to which (Ibid., p. 369) “S knows that p if and only if the fact p is causally connected in an ‘appropriate’ way with S's believing p.” But the causal theory soon proved to be flawed. As is well known, Goldman (1976) himself pointed out a flaw in his theory of causal connection—with his famous counterexample of the barn façades—and replaced it with a reliabilist theory. According to his new proposal, “a person is said to know that p just in case he distinguishes or discriminates the truth of p from relevant alternatives” (Ibid., p. 772).

Reliabilism was to become the most successful externalist approach to knowledge. And it is clear that, in a reliabilist account of the criteria for knowledge, any idea of reasons is absent. As long as the epistemic agent is reliable, she does not need to be aware of her own reliability in order to know—and hence she does
not need to have any reason for her belief. As Goldman himself explains, when comparing his theory to the Cartesian perspective (1976, p. 790):

My theory requires no justification for external-world propositions that derives entirely from self-warranting propositions. It requires only, in effect, that beliefs in the external world be suitably caused.

Reliabilist theories of knowledge are thus a threat to the centrality of reasons in epistemic justification. But there is a sense in which such a threat could be safely ignored: reliabilist theories have been, in large part, a reaction to Gettier’s counterexamples, and those situations are arguably not representative of our usual epistemic practices. They portray bizarre circumstances that rarely, if ever, take place in real life. Moreover, reliabilist theories seem most apt for perceptual beliefs, but they either explicitly limit themselves to those or struggle to explain inferential beliefs as well—with dubious success. In the case of our everyday inferential beliefs, one could argue, a reasons-based account of knowledge is still needed.

Nevertheless, even if that conclusion is granted, the notion of reasons is still in trouble. More recently, Hilary Kornblith, who endorses a reliabilist theory, has put forward some profound objections to the centrality of reasons in epistemology which are not based on weird Gettier-like scenarios. Kornblith’s criticisms are highly accurate and are relevant to all our everyday practices of attribution of knowledge. As such, I believe they must be addressed by whoever supports the importance of reasons in epistemology—as is my case. This is the purpose of the present paper. At the same time, my discussion will reveal certain features of reasons that, it seems to me, we must take into account in order to have an acceptable, realistic conception of reasons.

In the following section, I will present the core of Kornblith’s objections to the concept of reasons, stressing those aspects in which I believe he is right. Then, in sections three and four, I will outline a picture of reasons that can be saved from those criti-
cisms, and I will defend it as the most plausible one for epistemology and argumentation theory.

2. Kornblith’s objections

In *On Reflection*, Kornblith criticises the idea that reflective scrutiny of our beliefs and our reasons is essential to knowledge. His objections are both theoretical and empirical, but I will focus on the latter, for I am mainly interested in the challenge that current empirical research creates for argumentation and reasons-based epistemology—a challenge that Kornblith insightfully grasped. Since I will leave his theoretical considerations aside, I admit from the beginning that, in this article, I will not conclusively establish the importance of reasons for epistemic justification. Nevertheless, I will address what I take to be Kornblith’s most powerful objections, and this will help me outline an empirically-informed conception of reasons. This, I believe, will be the conception of reasons that argumentation theory and epistemology should adopt if we are to take seriously the findings of psychological research.

It is widely assumed, both within and outside of philosophy, that an unreflective belief is not as reliable and valuable as a belief upon which one has reflected. According to this idea, knowledge requires a certain degree of reflection on the grounds and the merits of our beliefs. We can find this view, for example, in Ernest Sosa’s epistemology—one of the targets of Kornblith’s criticisms. In his virtue epistemology, Sosa considers two kinds of knowledge: animal knowledge and reflective knowledge. The characterisations of both kinds of knowledge have varied slightly throughout the author’s intellectual development,¹ but in general, in order to have animal knowledge, it is enough to have a true belief reliably produced, whereas reflective knowledge also requires the agent’s awareness of her own reliability. Thus, Sosa acknowledges the merits both of reliabilism—by admitting animal knowledge—and of a reasons-based epistemology—in his reflective knowledge. Yet, the two kinds of knowledge are not equal. He claims that a reliable response supplemented by a reflective under-

¹ The details are not relevant here. The initial proposal can be seen in Sosa (1991) and a more recent proposal in Sosa (2007).
standing “would in general have a better chance of being right” and therefore “reflective knowledge is better justified than corresponding animal knowledge” (1991, p. 240). Reflective knowledge, according to Sosa, provides “a more comprehensive grasp of the truth than we would have in its absence” (1997, p. 421), it is “a better knowledge” (Ibid., p. 422), and it does not consist merely in tracking the world but also requires “awareness of how one knows, in a way that precludes the unreliability of one’s faculties” (Ibid., p. 427).

Kornblith (2012) admits that this is an attractive idea—one that even seems to be common sense. However, he asks a crucial question that most philosophers, having assumed that we all ought to reflect on our beliefs, failed to ask: are reflective beliefs really more reliable than unreflective beliefs? As he puts it (Ibid., p. 17):

> Just as first-order beliefs which have gone unscrutinized may be reliably produced or, alternatively, the product of unreliable processes, the processes by which we reflectively check on first-order beliefs may themselves be reliable or instead, quite unreliable. The mere fact that we have applied some additional check on our first-order beliefs tells us nothing about the reliability of the checking procedure.

This is not a merely theoretical issue. Philosophers have too often taken for granted that reflection is a reliable mechanism to detect our mistakes and improve the quality of our beliefs; but, as it turns out, the empirical research undermines that claim. If the purpose of reflection is to identify the process by which a belief was formed and to check its reliability, then it seems pretty clear that reflective scrutiny of our beliefs is mostly unhelpful. Indeed, Kornblith points out that a great deal of experiments have shown that we lack reflective awareness of the formation of our beliefs (Ibid., p. 23): “Subjects are often ignorant of the actual source of their beliefs, and reflection is, in many cases, incapable of revealing it to them.”

In a previous work on a reliabilist approach to knowledge, *Knowledge and its place in nature*, Kornblith had already elaborated on this objection. In chapter four of that book, he reviewed several psychological studies that show the existence of cognitive
biases in our everyday reasoning. Those studies cast doubt on the epistemic value of solitary reflection not only because our reasoning may be biased, but also, and mainly, because we are not even aware of those biases. The scrutiny of our beliefs through introspection does not help us detect biases because it “simply does not provide us with accurate information about the etiology of our mental states” (2002, p. 114). The process by which we acquire our beliefs is, as many studies have shown, in large part unconscious. Consequently, Kornblith warned us (Ibid., p. 115):

In cases such as these, introspection is not only powerless to detect the errors that we make, but in misdiagnosing the source of our judgments and our reasons for believing, the reliance on introspection as a tool for self-evaluation merely instills a false sense of confidence in an already misguided agent.

And he insisted that “A tendency to rely on introspection in pursuing the project of epistemic self-improvement will most likely lull the agent into a false sense of security” (Ibid., p. 116).

The claim that human beings lack introspective access to the mental processes of formation and modification of beliefs was actually not new when Kornblith published his essays. It was defended several decades ago by Nisbett and Wilson (1977), and it is today a widely accepted finding in cognitive psychology (cf. Kunda 1999). Nisbett and Wilson reviewed a substantial number of experiments in which the participants had changed their minds due to a certain stimulus but afterwards were not capable of correctly identifying the cause of their behaviour in their verbal reports. Furthermore, the two psychologists conducted specific experiments that showed that the participants did not know the real motivations behind some of their decisions. In one of those studies (Nisbett and Wilson 1977, p. 243), they asked the participants to evaluate four pairs of stockings and to choose the pair of the best quality. There was a trick: the four pairs were identical. Most participants showed a position effect, choosing the right-most pair in the array. However, when they were asked to provide reasons for their choice, none of them mentioned the position of the stockings as a reason. In fact, when expressly asked whether the position had influenced their decision, virtually all of them denied it.
In another experiment (Ibid., p. 244), the participants were shown an interview with a teacher who spoke English with a European accent. Two videos were recorded. In one of them, the teacher answered the questions in a pleasant and enthusiastic way; in the other, the teacher was rigid and intolerant. Half the participants saw the first video and the other half saw the second one. Then, they were asked to rate the teacher’s likability and also three of his attributes, his physical appearance, his mannerisms, and his accent, which were, obviously, the same in both videos. The results showed that most of the participants who saw the first video found those attributes of the teacher attractive, while most of the participants who saw the second video rated those attributes as irritating. That is, the teacher’s behaviour affected their ratings of the invariable attributes. However, when the participants were asked about their reasons for those ratings, they all denied that influence, and some of them even claimed that the influence worked the other way around: they did not like the teacher because of their negative ratings of those attributes.

Empirical studies such as these do not simply show that introspection is fallible and, in fact, fails in certain cases—such a conclusion would not be a big problem for advocates of reflection. On the contrary, the results of the last fifty years of research on human reasoning convincingly prove that introspection and reflection are indeed very unreliable, rather than failing only in certain, special settings. Nisbett and Wilson designed their experiments with the deliberate purpose of testing cognitive processes “of a routine sort that occur frequently in daily life” (Ibid., p. 242). The problem, then, is widespread.2

2 It might be thought that there is a simple answer to this problem: in light of the current replication crisis in psychology, those empirical findings cannot be trusted. While that would certainly be a relief for those (like me) who still have faith in human reason, I do not think that the findings can be so easily dismissed. Here I have focused on Nisbett and Wilson’s experiments, but subsequent research has reinforced the view that human beings lack introspective access to the causes of our actions (see Carruthers 2011; Wegner 2002; Wilson 2002). To my knowledge, the results of that research have not been affected by the replication crisis (so far). In particular, Carruther’s theory, which denies that there is such a thing as introspective access to our judgements and decisions, still seems to be supported by reliable evidence (Rimkevičius 2020). So, unless
The psychologist Emily Pronin (2007) has coined the term “bias blind spot” to refer to the fact, sufficiently confirmed nowadays, that we are incapable of perceiving our own biases, whereas at the same time we are prone to exaggerate the presence of biases in others. As she explains (Ibid., p. 38), one of the causes of the existence of the bias blind spot is that, even though many of our judgements and our acts are caused by unconscious processes, we tend to rely on introspection in order to examine our reasoning. Given that our biases are produced by unconscious mechanisms, introspection is very unlikely to detect them, and it generates the misleading impression that we are “objective” (Ibid., p. 40). So, as Kornblith argues, reflection does not eliminate biases and creates a mistaken feeling of confidence.

Thus, Kornblith’s conclusion is categorical and devastating to theories of epistemic justification that rely on reflection (2002, p. 122):

The kind of reflection that typically goes on in real human agents is thus not the sort of thing that we would want to encourage. It does not improve one’s epistemic situation; it does not typically aid in the project of getting an accurate understanding of the world; in cases where epistemic improvement is needed, it typically results in a more confident, but no less misguided, epistemic agent. It would clearly be unreasonable to suggest that this sort of process is an essential ingredient in knowledge.

On the basis of that empirically-informed criticism of reflection—as well as some theoretical considerations that I have not addressed here—Kornblith (2015) claims that perhaps epistemology should not take seriously the notion of reasons for belief. After all, even if reasons seem to be an essential component of how we feel the processes of belief acquisition and modification proceed, the psychological research has shown that our personal experience of those processes is not to be trusted. Should we then abandon the idea that reasons are essential in attributions of knowledge?

and until the results of all those numerous experiments are convincingly challenged, my view is that we should take them seriously. I thank a reviewer for pressing this issue.
Even though Kornblith’s objections against the role of reflection in epistemology are, in my view, insightful and accurate, I believe that the notion of reasons can be saved from his criticisms. We just have to take note of the scope of Kornblith’s criticisms and adopt a conception of reasons that fits into what we know about human reasoning today. In particular, in order to move from his objections against reflection to his objections against reasons, Kornblith needs to make two assumptions: (1) reasons are the causes of our beliefs, and (2) the place of reasons is solitary reflection. In the following two sections, I will argue for a conception of reasons in which these two assumptions are rejected.

3. Justifying and explanatory reasons

Kornblith’s objections against the notion of reasons for belief clearly assume that reasons must be what cause our beliefs. Research in cognitive psychology has shown that we are not aware of what it is exactly that causes our beliefs and that the reasons we put forward are a posteriori rationalisations. That is why, if we understand the concept of reasons as entailing that reasons must identify the causes of our beliefs and actions, we surely had better dispense with that concept altogether. But there is another possibility. Instead of conceiving of reasons as causes, we could conceive of them as epistemic grounds for our beliefs.

Here I am pointing to an important distinction that Kornblith does not take into account: reasons can be used to justify an action or to explain it. In philosophy of action, authors such as Searle (2001, p. 110) and Alvarez (2009) have distinguished between explanatory reasons, which refer to the issue of why someone did something, and justifying reasons, which make the action right in some respect\(^3\). Explanatory reasons can be causes—at least in some very vague and uncontroversial sense in which causes are what moves us to act in a certain way—but justifying reasons need not be. Undoubtedly, researchers in cognitive psychology tried to identify the explanatory reasons for our actions, and they showed that we are not very good at identifying them ourselves. But this

---

\(^3\) Alvarez also considers a third category of reasons: motivating reasons. But this need not concern us here.
does not yet tell us anything about justifying reasons and notice that these are precisely the reasons that are relevant in epistemic justification.

When, on the basis of findings in psychological studies, Kornblith draws the conclusion that reasons might not have a place in epistemic justification, it seems to me that he is conflating both kinds of reasons. His assumption that reasons must be the causes of our beliefs seems to amount to an assumption that whatever explains the acquisition of a belief must be what justifies it. But, if we reject that assumption, Kornblith’s empirical objections to the notion of reasons for belief vanish.

There are, in fact, considerations that have nothing to do with avoiding Kornblith’s objections and that count in favour of adopting a conception of reasons as different from causes (Evans 2013, pp. 2947–2949). To begin with, consider those cases in which evidence for a belief is found after such a belief has been formed in someone’s mind. This happens very often with scientific theories. Arthur S. Eddington’s observation in 1919 that light rays are bended by the gravitational field of the sun surely provided Einstein with a good reason for his theory of relativity, in spite of the fact that Einstein had already come up with that theory. According to a causal conception of reasons, the results of Eddington’s experiment should not count as a reason for Einstein.

Moreover, an important aspect of the practice of giving reasons for beliefs is that reasons can, and should, be abandoned when they are found to be defective. If I hold a belief p on the basis of the reason q, and I find out that q is faulty, then I should, if I am rational, stop considering q as a reason for p. Furthermore, I should probably, if q was my only reason for p, give up my belief that p. But, in a causal conception, that does not make sense: the causes of my belief were those and I cannot simply change them at will—for I cannot change the past.

There are, therefore, several considerations that count in favour of distinguishing between explanatory and justifying reasons and against the identification of justifying reasons with causes of belief. Kornblith is aware that if we remove the assumption that reasons are causes, then his criticisms do not show that we should
abandon the concept of reasons. But he asks us to consider the following example (2015, p. 237):

Suppose Jim is part of a faculty search committee, and he is reading over dossiers of applicants. A woman who has applied, with some undeniably strong credentials, is favored by some members of the search committee, but Jim has placed her file in the reject pile. When asked why he found her candidacy unacceptable, Jim cites a number of features of her record. These, he says, are the reasons he believes that she is an unacceptable candidate.

Suppose now that his colleagues point out to Jim that many studies in social psychology show that women candidates are rated lower than men candidates with the same credentials. This seems to imply that the reasons that are given for the ratings cannot be the actual reasons. But, if we dissociate reasons from the causes of our beliefs, as I am proposing here, then Jim could simply say that the causes of his belief are irrelevant and that he cannot be wrong about his actual reasons—they are just the reasons he put forward, by definition. Thus, Kornblith concludes that this view is “extremely implausible” (Ibid., p. 238).

In my view, that view is not as implausible as it seems at first sight. Jim may maintain that the reasons he offered for the rejection are his actual reasons if he wishes, but that says nothing about whether they are good reasons. As a matter of fact, what the evidence of gender bias does is to raise doubts about the quality of those reasons. When reasons for a belief are good, they must, among other things, indicate features of the case that are epistemically relevant in all similar cases. Gender, in this case, is not epistemically relevant, so the variation in the kinds and strength of reasons when the candidate is a woman and when the candidate is a man would reveal a problem of incoherence. Thus, the proper reaction to those studies in social psychology is not to disregard all reasons against any woman candidate—that would be absurd. The proper reaction is to moderate our trust in the quality of our reasons and double-check them, especially checking for coherence with past decisions and past reasons.

Consider a last example that may show why it could not be a good idea to identify reasons with psychological causes for beliefs.
Personally, I do not believe in the existence of an afterlife. There may be many causes for that belief of mine. But I am pretty sure that an important part of the explanation of why I am convinced that there is no afterlife is that I grew up at the end of the 20th century and went to university at the beginning of the 21st century in a social environment in which such religious ideas were out of fashion and even discouraged. Obviously, I have what I take to be very good reasons for my belief, and they have nothing to do with that historical explanation. However, if reasons are seen as causes, then my actual reasons would have to include those facts about my background. It is easy to see how such a view could rapidly lead to wholly ad hominem argumentation in all theoretical domains. Justifying reasons, then, should not be seen as the causes of our beliefs, and this solves the problem of which Kornblith insightfully made us aware.

4. Reasons in argumentation

At this point, one could ask: what are reasons worth if they do not identify the psychological causes of our beliefs? Obviously, their natural place cannot be solitary reflection and introspection with the aim of assessing the origin of what we believe. As Kornblith has convincingly argued, reflection is very unreliable as a method of scrutiny of our beliefs. Nevertheless, there is a setting in which reasons fit comfortably and to which, in general, theories of epistemic justification have paid insufficient attention: argumentation.

While reasons have traditionally been present in epistemology—as mentioned in the introduction—actual argumentation between people has been largely ignored. Either the epistemic agent had reasons, in which case they were justified, or they did not have them and therefore they were not justified; reasons were never exchanged in order to resolve the issue of justification. What happened with Gettier’s counterexamples shows, in my view, to what extent reasons were conceived in solitary reflection only. Virtually all epistemologists agreed that the protagonists of Gettier’s counterexamples were justified in their beliefs—even if they did not qualify as knowers. It is clear that they had what they took to be good reasons for their beliefs, but would other people accept
those reasons? Would we accept them? We all know that those reasons were based on false beliefs, of course, so obviously Gettier’s victims would not be able to convince us. But, then, why do we claim that they were justified? Does it make any sense to say that someone is justified on the basis of reasons that we would not reasonably accept?

Such questions were not asked by epistemologists simply because their framework did not provide any room for interpersonal argumentation. As Adam Leite (2004) argues, traditional epistemology has focused on the state of being justified, rather than the activity of justifying a claim. He explains (Ibid., p. 222):

> According to these theories, the justificatory status of a person’s belief is determined by certain facts which obtain prior to and independently of the activity of justifying. The activity itself plays no role in determining justificatory status; it is simply a secondary and optional matter of attempting to determine and report, as far as is conversationally necessary, the prior and independent facts which determine the justificatory status of one’s belief.

Leite calls this view of epistemic justification the Spectatorial Conception. From this perspective, it is no wonder that epistemic justification can only be understood as a person’s reflection on their beliefs—or, in externalist theories such as reliabilism, as the relation of a person’s cognitive abilities to the world. According to Leite (Ibid., p. 227): “in dismissing our overt deliberative and justificatory activities, the Spectatorial Conception loses sight of the very idea of a person’s holding a belief for a reason.” In particular, he argues that those approaches to epistemic justification do not give an adequate account of what it is to commit oneself to reasons and to be accountable for them. Thus, he proposes an account of justification that focuses on the argumentative activity (Ibid., 239):

> The basic point of the ordinary conversational activity of requesting and offering reasons in defense of beliefs is to provide a setting within which entitlements to hold beliefs can be challenged, defended, established, and shared. To develop a justification for one’s belief is to attempt to establish or secure a positive norma-
tive status by offering reasons in one’s defense, and successfully justifying a belief is more like achieving a checkmate than like showing or reporting that one has won the game.

Conceiving of the link between reasons and beliefs in this way, as something that is established by means of commitments that are publicly acquired by the epistemic agent, does not rule out evaluation and criticism of reasons—as Kornblith seemed to fear. On the contrary, it allows us to understand, among other things, our obligation to revise our reasons if they are defeated. The argumentative conception of reasons can thus explain what the causal conception could not: the act of committing oneself to reasons.

It seems, then, that the natural place of reasons is not solitary reflection but interpersonal argumentation. Indeed, recent evolutionary accounts of human reason provide support for this idea. According to Mercier and Sperber (2017), the main function of human reason is not the improvement of individual cognitive abilities—for it leaves much to be desired on that score—but of argumentative abilities. Reason did not evolve in order to improve solitary reflection but as a response to problems that arise in social interactions. In particular, they hold that

Reason fulfils two main functions. One function helps solve a major problem of coordination by producing justifications. The other function helps solve a major problem of communication by producing arguments (Ibid., p. 183).

These capabilities of producing justifications and arguments developed, naturally enough, together with a capacity to evaluate the reasons that we receive from others (Ibid., p. 332). The main context of use of reasons, then, is not individual reflection but the interaction with other people. Of course, there is also solitary reasoning, but what happens when we reason on our own—according to Mercier and Sperber—amounts to a rehearsal of our future discussions with others.

If the argumentative theory of reasoning is correct—and the results of many studies in cognitive psychology seem to support it (Mercier 2016)—then it could explain the importance of the public act of committing oneself to reasons, which Leite emphasised.
Mercier and Sperber (2017, p. 109) overtly admit that most of our reasons are *a posteriori* rationalisations—as Kornblith argued. In fact, they claim (Ibid., p. 112) that “The main role of reasons is not to motivate or guide us in reaching conclusions but to explain and justify after the fact the conclusions we have reached.” However, it seems to be the case that, if human reason works as Mercier and Sperber argue that it does, then even justifying reasons might guide us in forming beliefs and making decisions. Let me attempt to explain why.

When we reason on our own, the authors claim, we often arrive at beliefs and decisions that we will be able to justify to others. We tend to choose those beliefs and decisions for which we have reasons that other people will probably accept. As Mercier and Sperber (Ibid., p. 255) explain:

> This common phenomenon is known as reason-based choice: when people have weak or conflicting intuitions, reason drives them toward the decision for which it is easiest to find reasons—the decisions that they can best justify.

Now consider what happens when a person commits themself to certain reasons. When we give reasons, we publicly acknowledge their normative force, and we commit ourselves to adapting our future behaviour to those or similar reasons. If at some point our actions or beliefs contradict our previous commitment to those reasons, we had better be able to provide another very good reason that justifies our incoherent behaviour. That means that, when we are undecided about what to do or believe, the action or belief that will be easier for us to justify will be the one which fits into the reasons to which we are committed. Putting forward reasons and committing oneself to them may, thus, influence our prospective reasoning.

On the other hand, the reasons that we never make public or that are understood as mere causes of our beliefs do not commit us to anything. If there is no public commitment, then there is no social pressure to behave in a way that is coherent with those commitments. Reasons in solitary reasoning, or reasons that
amount to causes, do not create any normative constraint for our future decisions.

Hence, an argumentative conception of justifying reasons in epistemology that regards them as public commitments rather than causal explanations, not only can avoid Kornblith’s objections but also fits better with evolutionary accounts of reason such as Mercier and Sperber’s. Kornblith’s criticisms should make us reconsider what we mean by “reasons,” but they should not make us abandon the concept of reasons in epistemology.

5. Conclusion

Kornblith’s criticisms against reflection in epistemology are, I believe, very relevant and accurate, and they should make us doubt the value of introspection and solitary reasoning. However, in this paper, I have argued that his empirical objections against reflection do not warrant the conclusion that reasons might have no place in epistemic justification. I have argued that the step to that conclusion requires two assumptions that can be rejected: that reasons are to be identified with the causes of our beliefs and that the place of reasons is individual reflection.

By rejecting those two claims, we take a path towards a more realistic, empirically-informed conception of reasons. Thus, the answer to Kornblith’s criticisms has led us to a picture of reasons that is supported by what we know nowadays about human reasoning. Reasons in epistemology are justifying reasons; they are public commitments that provide epistemic support to our beliefs; they are not necessarily what caused our beliefs. The natural habitat of reasons is interpersonal argumentation, where they can be given, requested, and challenged; they do not fare well in solitary reasoning. Therefore, theories of epistemic justification should pay more attention to the activity of justifying a belief to other people, rather than to an alleged state of being justified.
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