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Introduction

There are various adaptive systems currently in use in many different industries, from car systems that provide adaptations to increase the comfort and safety of travelers, to e-commerce sites that recommend appropriate products according to similar customer profiles. Adaptive educational hypermedia systems are one of the application areas of adaptive systems that aims to customize educational content and learning paths in e-learning environments to minimize disorientation and cognitive overload problems of students and to maximize learning and efficiency (Ford & Chen, 2001; Brusilovsky, 1998; Höök, 1998; Juvina & Herder, 2005).

Along with developments in information and communication technologies, the increasing use of e-learning worldwide has created a need to restructure web-based learning environments which is an important platform to deliver distance education. One of the main criticisms concerning web-based learning environments is the inability of current systems to meet different users’ particular needs and preferences. This is because these systems offer the same content resources and same sets of links to all users (Brusilovsky, 2003; Moallem, 2007). Another criticism is that users face a number of common difficulties such as disorientation or cognitive overload when studying with these environments (Ahuja, & Webster, 2001; Chen, 2002; Demirbilek, 2004; McDonald & Stevenson, 1998; Rezende & Barros, 2008). The development of adaptive educational hypermedia is an important milestone in e-learning since their potential to resolve these criticisms.

Studies on adaptive educational hypermedia have become popular in recent years, due to the expanded use of e-learning around the world. However, the adoption of these adaptive systems in actual e-learning platforms is still not widespread. One of the main reasons that current educational systems do not offer personalization options has to do with a variety of challenging issues. These challenges are all discussed in the recent field literature and can be grouped into four main thematic categories (Brusilovsky, 2003; Brusilovsky & Henze, 2007; Huang, Wang, & Hsieh, 2012). These categories are inter-operability, open corpus knowledge, usage across a variety of delivery devices, and the design of meta adaptive systems.

The most common challenge involves inter-operability which is the ability of the reusability, sharing, and exchange of knowledge and components in existing educational systems (Brusilovsky & Henze, 2007). Inter-operability makes the development process for adaptive educational hypermedia systems easier and increases their practical value (Caravantes, & Galán, 2011; Brusilovsky & Henze, 2007; Paule, et al., 2008). Inter-operability covers two sub-themes: reusability of resources and reusability of system functions. Reusability of resources means the capability to communicate and exchange data about students, content, pedagogical practices, learning designs, and/or the sequencing of learning activities (Bittencourt et al., 2009; Yessad, Faron-Zucker, & Laskri, 2008; Dicheva & Dichev, 2006). Reusability of system functions means the capability to automatically translate exchanged resources meaningfully and accurately between different systems (Paule, et al., 2008; Caravantes & Galán, 2011).
Interoperability problem becomes more obvious within open corpus knowledge. Open corpus knowledge means a body of dynamically generated knowledge, which “can constantly change and expand” (Brusilovsky & Henze, 2007). In an open corpus knowledge system, resources can be shared with other systems and users can access other systems’ resources to integrate additional learning material (Muntean & Muntean, 2009; Brusilovsky & Henze, 2007). According to the literature (Henze & Nejdl, 2001; Brusilovsky & Rizzo, 2002; Brusilovsky & Henze, 2007; Knutov, De Bra, & Pechenizkiy 2009), traditional adaptation techniques and approaches cannot adequately integrate information taken from the Web. Traditional techniques are useful only in limited contexts, in which the educational systems contain a closed set of resources, and the relationships between these resources are known during the designing process. Thus, researchers have emphasized that the open corpus knowledge problem is one of the main obstacles to the widespread adoption of adaptive hypermedia (Brusilovsky & Henze, 2007).

Due to developments in communications and wireless technologies, educators and researchers have become interested in developing adaptive educational applications for a variety of devices. But the large and growing number of available devices has given rise to a new challenge. Educational environments should be flexible, so that the environments can be delivered with the use of different devices, such as mobile phones, tablets, or netbooks. Therefore, adaptive educational hypermedia systems need to have a detection mechanism that can determine device properties, so the system can adapt its content, presentations, or functions according to the formats and properties of those different devices (Huang, Wang, & Hsieh, 2012).

From the early days of adaptive hypermedia studies, hypermedia programs have offered several content and link adaptation methods. Content adaptation methods include additional, prerequisite, and comparative explanations; explanation variants; sorting and link adaptation methods include global and local guidance; and global and local orientation support (Brusilovsky, 1998). However, the existing research reveals several strengths and weaknesses among these methods across different contexts (Boyle & Encarnacion, 1994; Brusilovsky & Pesin, 1998; De Bra & Calvi, 1998; Juvina & Herder, 2005). Meta adaptive systems include various adaptation technologies, and they automatically-select the most appropriate adaptation technology for the user and the given context. To make the best technology selection, these systems must be designed to be aware of the limits of each technology (Brusilovsky, 2003).

Although there are several new technological approaches and techniques, many researchers and system developers are not aware of all of them and so continue to use adaptation technologies and approaches dating from the mid-1990s. The purpose of this study is to review recent technological developments relating to adaptive educational systems, which may provide solutions to overcome the challenges involving inter-operability, open corpus knowledge, the usage of different delivery devices, and the design of meta adaptive systems. This study offers three significant conclusions. First, the review of recent field literature provides a clear understanding of relationships between the new technological trends and the associated challenges. That knowledge can be used to highlight directions for future research. Second, the results will inform designers and researchers
about recent technological approaches used for the design and development of adaptive systems. That information can provide familiarization, first stage of technology adoption. Familiarization is important for the creation of updated and improved adaptive systems, which will in turn encourage wider adoption of these adaptive systems in actual e-learning platforms. Finally, this study will contribute to open and distance learning because of several reasons. According to Sherry’s (1995) review, one of the most important factors which affect distance education systems’ success or failure is learning characteristics. Learners differ in their behavior and the processes from each other and interacting at a distance makes these differences more important. Adaptive educational hypermedia provides several methods and technologies to offer appropriate solutions for each individual. For those reasons, adaptive systems are critical for distance education. Furthermore, today the most important and commonly used delivery platform for distance education systems is web based systems. Adaptive educational hypermedia can also be seen as a solution to overcome usability problems that users face in web systems. So this study is beneficial for distance education literature to inform designers and educators to select the right technology to deliver courses via web based systems.

**Method**

Content analysis was the method used to identify recent technological trends and issues concerning adaptive educational hypermedia systems. This research method is used to analyze text data by the classification of important structures from large amounts of content that represent similar meanings (Weber, 1990). “Content analysis is an empirically grounded method, exploratory in process and predictive or inferential in intent” (Krippendorff, 2012, p. 1). Researchers identify themes or patterns through interpreting the content of data subjectively. There are different approaches for qualitative content analysis, such as conventional, directed and summative (Hsieh & Shannon, 2005). These approaches are different from each other according to methods for coding. This study is conducted by using conventional content analysis which means code categories did not determine before review process and they are derived from the textual data. In this study eight steps for systematic analysis are used. These steps are (Zhang & Wildemuth, 2009):

- preparing data,
- defining the analysis units,
- outlining a coding scheme and developing the categories,
- testing coding scheme on data,
- implementing the coding process for whole data,
- assessing coding consistency,
- analyzing the results of the coding process and drawing conclusions,
- reporting method and findings.
The search and selection procedures were conducted in three stages. First, accessible articles were located by searching with the keyword “adaptive educational hypermedia” in the following computerized bibliographic databases: Academic Search Complete, the Educational Research Information Center (ERIC), and Science Direct. These databases were chosen because they are all covering studies related to educational technology. Then, essential criteria were determined to decide whether to include or exclude located studies in this literature analysis. According to the criteria listed in Table 1, 78 publications obtained in the search were examined by two different researchers independently. Cohen’s alpha among the researchers was 0.96 (p < 0.001) regarding whether a study was relevant or not for this analysis. The researcher then eliminated eight which were duplicates and 14 that did not meet the selection criteria. The remaining 56 studies were used in this review study. These 56 papers were read by the researcher and the parts of papers that are related with new technological trends were noted. Codes are defined during data analysis and these data driven codes were associated for the noted parts of the papers. After coding the whole data, similar codes were combined and finally themes and patterns were identified. Figure 1 shows the distribution of the number of these reviewed papers by years.

Table 1

<table>
<thead>
<tr>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>The main subject or one of the main subjects of the article must be adaptive educational hypermedia.</td>
</tr>
<tr>
<td>It should be published in a peer reviewed journal.</td>
</tr>
<tr>
<td>It must be published between January 2002 and December 2012.</td>
</tr>
</tbody>
</table>
Results

The findings regarding new technological trends and approaches in the reviewed studies are presented in Figure 2. Each of these findings is explained in detail below.

New Technological Trends and Approaches

The new technological trends and approaches were grouped into seven categories. These themes are shown in Figure 2, along with sub-themes and related study frequencies. Notably, 14 of the 56 studies do not describe a new technological approach.

As can be seen in Figure 2, among the 56 studies the most popular technological trend was standardization. The other technological trends, in descending order of popularity, are semantic Web, modular frameworks, data mining, machine learning techniques, social Web, and device adaptation. The image format only permitted the grouping of sub-themes under one main theme at a time. However, some of the sub-themes in the image can be grouped under more than one theme. For example, although studies examining ontology are classified under the semantic Web theme, these same studies also may be included in the standardization theme. Similarly, studies using similarity comparisons that are based on learners' actions to adapt e-learning recommender systems are listed under the theme of data mining, but they are also related to the social Web theme, because that includes the making of calculations and inferences according to collaborative student models.
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Standardization

The main goal of standardization is to develop a set of widely adopted and interchangeable features, to make instructional contexts compatible with each other, inter-operable, and repeatable. According to the reviewed literature, standardization includes two sub-themes:
metadata and specifications. In an adaptive system, in order to discover and publish the most appropriate content for different learners (bearing in mind that the content must be compatible with the students' characteristics), metadata that defines each learning object and that describes each learner's aspects are needed. Using metadata, the body of learning content, the learners' profiles, and different learning contexts can be easily integrated into many adaptive systems (Ruiz, et al., 2008; Tseng, et al., 2008; Cristea, 2004).

The creation of the Sharable Content Object Reference Model (SCORM) arose from increasing needs for common guidelines for content development, for semantic annotations, and for rules which specify an order of learning objects. The first version of SCORM was published in 2000, and since that time it has become widely used for the development, packaging, and delivery of digital learning materials and courses (Ruiz, et al., 2008, Aroyo, Pokraev & Brussee, 2003). Several studies have utilized standardization while developing adaptive systems. For example, Tseng et al. (2008) proposed an adaptive system framework based on SCORM that can be used to transform pedagogical resources into learning objects and to adapt those learning objects to fit students' profiles. Due to standardization efforts, different specifications have been developed for users and content profiles. These specifications are listed in the following:

- the IMS Learner Information Package (IMS LIP),
- the Public and Private Information for Learners Standard (P1484/P1484.2),
- IEEE Learning Object Metadata (IEEE LOM), and
- the IMS Learning Design (LD) (Aroyo & Mizoguchi, 2003; Somyürek, 2009).

Karampiperis, Lin, and Sampson (2006) used elements of the IMS LIP specification to store data on learners' working memory capacities and inductive reasoning abilities. Furthermore, they also used the IEEE LOM standard to find the best learning objects to match their learners' working memory capacities. Sjoer and Dopper (2006) indicated the importance of learning objects metadata for constructing meaningful and relevant learning experiences. They also examined problems relating to the creation of learning objects by teachers working collaboratively. They stated that the design team in their study faced difficulties when attempting to select appropriate learning object metadata, which finally included 80 data elements grouped in 9 categories (IEEE 2002). Lazarinis, Green, and Pearson (2010) used the IMS QTI standard to code tests and questions in their study of an adaptive testing system. Their adaptations were made in accordance with test participants' performances, prior knowledge, goals, and preferences. Burgos, Tattersall, and Koper (2007) examined how the IMS Learning Design (LD), which is a meta-language used to design learning units, can be used for eight types of adaptation. They stated that four adaptations were well supported by the IMS LD, but four others were only partially supported. Wolpers, et al. (2007) collected and analyzed observations about users' attention spans to create improved and personalized services. They developed a contextualized attention span metadata schema, based on an open specification called attentionXML. The needed data about how people...
use information was gathered from several platforms, such as browsers, web pages, and news feeds.

**Semantic Web Technologies**

Semantic Web technologies have also become a popular topic in recent studies (Aroyo & Dicheva, 2004). The reviewed studies on this topic cover two sub-themes: ontology and query language. Semantic Web technologies generally offer methods to formalize and share knowledge (Jovanic, et al., 2009, Vesin, et al., 2012; Dolog and Nejdl, 2007). Ontologies can provide a common terminology to enable sharing across multiple systems (Vesin, et al., 2012). "Ontologies can be combined, shared, easily extended, and used to semantically annotate different kinds of resources" (Jovanic, et al., 2009). They are constructed with standardized languages, such as RDF and OWL. SPARQL, a RDF query language, is used to express queries across ontologies. SPARQL is considered to be one of the key technologies of the semantic Web and is utilized for querying the knowledge repositories in adaptive educational systems. Inference mechanisms or teaching models of adaptive systems can use query language to filter resources according to their relevance to a domain model, user model, or other parameters.

Several studies have focused on developing an approach, framework, and/or system that uses semantic Web technologies (Yaghmaie and Bahreininejad, 2011; Vesin, et al., 2012; Caravantes and Galán, 2011). For example, Vesin, et al. (2012) proposed a new approach for effective personalization that uses semantic Web technologies. They developed a tutoring system, named Protus 2.0, to support the learning of programming languages in different contexts. This system involved the use of several ontologies, such as a domain ontology, a learner model ontology, a task ontology, and a teaching strategy ontology. It also included adaptation rules to present knowledge and inference engines for reasoning. Similarly, most of the studies on the semantic Web used several ontologies for modeling (Behaz and Djoudi, 2011; Yessad, Faron-Zucker, and Laskri, 2008). In some studies, the aim was to integrate models from cognitive theories or personality theories with ontologies (Caravantes and Galán, 2011; Behaz and Djoudi, 2011). For example, the MEDYNA systems learner ontology was combined with the Myers-Briggs Type Indicator to describe learners (Behaz and Djoudi, 2011). Some studies discussed the synergic use of semantic and social technologies to make the development process easier and to solve technical issues (Jovanic, et al., 2009; Bittencourt, et al., 2009). Jovanic, et al. (2009) emphasized the importance of mapping between ontologies, so as not to restrict adaptive systems to local ontologies. If only local ontologies are used, systems that include the same or similar knowledge may not be able to transfer their content to other systems. The proposal of Paule, et al. (2008) was based on folksonomy, due to the lack of a clear ontology for e-learning. Cristea (2004) presented an adaptive educational hypermedia authoring framework, and developed this authoring system (MOT) using semantic Web technologies such as tags, a rating system, and feedback. Cristea and Ghali (2011), in their follow-up study, developed MOT2 by extending the previous system to offer extra material to students, which was selected according to the students’ interactions with content and other people. Dicheva and Dichev (2006) sought to develop an ontology for learning object repositories, including resources on the Web. For this purpose, they described TM4L, which is an
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environment in which one can build, maintain, and utilize standardized e-learning repositories. In this environment, users may capture, access, and share knowledge by means of its efficient, searchable, shareable, and interchangeable features. Some research studies also included experimental or case studies, in order to illustrate or examine the features of their own proposed model/system (Bittencourt, et al., 2009; Cristea and Ghali, 2011).

The Modular Approach

Due to the potential of modular course frameworks, which permit individuality, flexibility, exchangeability, and the extension of a system, they are seen as an effective solution for shortcomings found in complete learning designs (Tseng, et al., 2008). The reviewed studies that used modular frameworks in adaptive systems covered five sub-themes. These themes are learning objects, learning management systems/learning content management systems (LMS/LCMS), agents, learning object repositories, and user model servers.

An e-learning environment must be designed as a collection of learning objects rather than as a whole learning package, to offer appropriate content for different learners according to their characteristics (Kay, 2000). Learning objects are one of the essential parts of modular e-learning systems. E-learning platforms such as LMS/LCMS or learning object repositories are used to deliver learning objects. Some adaptive hypermedia studies have focused on the enhancement of an existing LMS/LCMS, which uses a number of teacher and student activities to create a learning process (Despotovic-Zrakic, et al., 2012; Verbert, et al., 2012). One of the widely stated problems concerning popular e-learning management systems such as Blackboard, WebCT, Moodle, or LAMS is that they offer their users few, or in most cases no, personalization options (Cristea and Stash, 2006). So, researchers have tried to enhance them, using add-on adaptive functions.

In some studies, a multi-agent concept was employed to include certain properties of agents, such as autonomy, pre-activity and cooperation (Yaghmaie and Bahreininejad, 2011; Aroyo & Dicheva, 2004). For example, Yaghmaie and Bahreininejad (2011) suggested a framework to build an adaptive learning management system based on multi-agent systems. They used both SCORM 2004 and semantic Web ontology in the framework. The proposed architecture included four agents: a context management agent, a content selector agent, a content organizer agent, and a content presenter agent. In adaptive systems with multiple agents, information about users, the domain, the teaching model, problems, or any other application-related items can be exchanged with other systems by the use of independent components.

Some modular adaptive learning system architectures include learning object repositories that facilitate the retrieval and sharing of desirable learning objects (Tseng and Su, 2008). To successfully share a user model acquired by one system with other applications, Kabassi, Virvou, and Tsihrintzis (2007) proposed the creation of a user-modeling server. They suggested that this server would make the sharing and maintenance of user models easier and would enable their wider acceptance, due to the advantages of Web services that facilitate convenient, reliable, and easy information exchanges.
**Data Mining**

Data mining is one of the techniques used to construct an understandable structure by means of analyzing large quantities of data (Despotovic-Zrakic, et al., 2012). The reviewed studies on data mining covered two sub-themes: clustering and classification. Clustering was used in some studies to assign similar students to groups so that they all feature similar characteristics (Despotovic-Zrakic, et al., 2012). For example, Ghauth and Abdullah (2011) used two filtering approaches, one content-based and the other collaborative, in their proposed e-learning recommender system. In the modeling phase in their system, a content profile builder and a rating profile builder were used. The content profile builder queried keywords in the learning materials from the document repository in order to calculate the documents' similarity. The rating profile builder queried the good learners' ratings in the ratings repository. Khribi, Jemni, and Nasraoui (2009) described an automatic personalization approach that used the same filtering methods to recommend learning resources. When a student submits a keyword to the search engine, with respect to the similarity of the contents to the submitted term vector the results are sorted. Then, active learners were clustered into groups based on their common interests and skills levels. These interests and skills levels were computed by analyzing similarities and dissimilarities among their navigation histories. According to content-based and collaborative filtering, recommendations are made for each user. Karampiperis, Lin, and Sampson (2006) addressed an adaptive learning-content selection process that was based on the learners' cognitive characteristics. One of the key elements in their proposed architecture was the cognitive trait model. This focuses on the learner's navigational patterns to identify his/her cognitive characteristics. Ortigosa, Paredes, and Rodriguez (2010) attempted to provide an adaptive hierarchical questionnaire based upon Felder-Silverman's learning styles, to reduce the number of required answers. For this purpose, they used a classification technique employing as few questions as possible to determine the learning style of a given student. In this case, a classifying C4.5 algorithm for building decision trees was utilized. Özpolat and Akar (2009) also proposed an automated learner modeling system based on the Felder–Silverman learning style model. They used the naïve Bayesian tree classification method to analyze students' learning styles.

**Machine Learning Techniques**

Machine learning techniques include three sub-themes: neural networks, fuzzy logic, and the naïve Bayes classifier. Neural networks are one of the most preferred techniques to recognize patterns in users' navigation paths or questionnaire responses (Lo and Shu, 2005; Yeh, 2005). Lo and Shu (2005) developed a multi-layered, feed-forward neural network to automatically categorize users' learning styles by analyzing their online browsing trails in the learning environment. In a similar study conducted by Yeh (2005), a multi-layered, feed-forward neural network model was also used. This model assessed the users' metacognitive knowledge levels by applying a set of data obtained from their browsing behaviors. In another experimental study, Stathacopoulou, et al. (2007) presented a neural network-based fuzzy modeling approach to analyze the learning styles of students. Botsios, Georgiou, and Safouris (2008) used Bayesian
networks in order to analyze users’ learning styles according to David Kolbs’s learning style model. Huang, Wang, and Hsieh (2012) developed an adaptive mobile learning system to perform content adaptations according to the students’ knowledge levels, learning styles, and their different electronic delivery devices. They also used Bayesian networks both in their knowledge diagnosis module and in their learning-style module. The knowledge diagnosis module evaluated the knowledge levels of the users and discovered probable misconceptions, while the learning-style diagnosis module was used to identify learning styles.

The Social Web

As knowledge in the 21st century is often personal, social, distributed, and dynamic in nature, the social Web has become very popular in recent years. Some studies have examined how the social Web may be used to enrich adaptive educational hypermedia systems (Klamma, et al., 2007; Chatti, Jarke, and Specht, 2010; Jovanic, et al., 2009). For example, Chatti, Jarke, and Specht (2010) discussed the 3P learning model, which includes three core features: personalization, participation, and knowledge-pull. They presented a social software-supported learning framework based on social Web concepts and software technologies, which illustrates the 3P learning model in action. Cristea and Ghali (2011) extended the My Online Teacher 2.0 adaptive system to combine peer recommendations with content adaptation. This system successfully integrated Web 2.0 components, such as tags, a rating system, and feedback, for providing more specific recommendations to learners. These recommendations were based both on their interactions with the content and with other people. Jovanic, et al. (2009) focused on merging the social Web with semantic Web paradigms, and discussed the major benefits of this integration for each component of adaptive educational systems. They stated that social Web technologies can be effectively used to refine and/or update ontologies. At the same time, the structured knowledge of semantic Web technologies may be useful for social Web applications.

Device Adaptation

Mobile devices such as notebooks, surfaces, smart phones and tablets are becoming widely available. Therefore, mobile learning is seen as a new medium that can be used for educational purposes. There is an increasing need and demand to adaptively change the contents of web-based learning environments to use them with a variety of devices (Huang, Wang, and Hsieh, 2012). Making adaptive systems independent upon the environment is referred to as a higher order of adaptation (Knutov, De Bra, and Pechenizkiy, 2009). Huang, Wang, and Hsieh (2012) presented an adaptive mobile learning system that provides adaptation capabilities to suit both specific learners and devices. Adaptations for specific learners are conducted according to the learners’ characteristics and abilities. Adaptations for specific devices are conducted according to the device profile by a Java-based content adaptation mechanism. A device detection mechanism accesses the database and finds the most appropriate content for the given device.
Discussion and Conclusion

Along with the popularization of web based environments, the distribution and implementation of distance education have become easier and faster. Web based systems make it possible to provide main principles of distance education theory such as providing independence of the student, overcoming space-time barriers and offering freedom of choice (Simonson, Schlosser & Hanson, 1999; Duffy & Kirkley, 2004; Holmberg, 1985; Keegan, 1986). Furthermore, web systems are also seen as an important shift for the target audience of distance education, who is unable to or do not prefer to attend face-to-face learning environments (Holmberg, 1985). The increase of the offered content and more responsibility of users to access and organize these contents, caused them to face some usability problems such as disorientation and cognitive overload in web based learning environments (Ahuja, & Webster, 2001; Chen, 2002; Demirbilek, 2004; McDonald & Stevenson, 1998; Rezende & Barros, 2008; Jonassen, & Grabinger, 1990). Adaptive educational hypermedia systems are designed to minimize these usability problems and to maximize learning by providing personalization to each learner. However, their adoption in actual e-learning platforms is not widespread. Challenges involving inter-operability, open corpus knowledge, the usage of various delivery devices, and the design of meta adaptive systems are seen as major reasons for this situation. In order to overcome these challenges and facilitate the widespread use of adaptive e-learning platforms, recent research studies were examined and summarized to provide information for future work. According to the review results, seven technological trends and approaches emerged: standardization, the semantic Web, modular frameworks, data mining, machine learning techniques, the social Web, and device adaptations.

Standardization provides a reliable method to make modular knowledge packages and other components interchangeable among different adaptive educational hypermedia. It enables the reuse of semantic annotations that are associated with the learning content, learners’ profiles, and/or a learning design. Annotations facilitate the easy addition or removal of new learning objects in learning object repositories. It also helps easy exchange of application interfaces, components and/or system functions between similar systems. With standardized metadata, documents can be transmitted across systems and a collection of commonly used documents can be constructed, to make an open corpus adaptive hypermedia system. Finally, standardization also allows educational services and systems to be delivered using a wider range of adapted mobile devices. Because of these reasons, standardization facilitates three major challenges, inter-operability, open corpus knowledge, and the usage of various delivery devices for instruction.

Semantic Web technologies are designed to provide more effective and reliable mechanisms than previously generated standards, to share knowledge among various environments (Jovanic, et al., 2009). In this context, ontologies can be used to describe learners’ profiles, cases, and learning resources. The ontologies also can be extended via mapping, to eliminate the limitation of using an ontology only in the one system for which it was developed (Jovanic et al., 2009). Beyond providing a common and general standard via the employment of ontologies, semantic Web architecture – which contains reasoning engines, languages rules, and logical formalisms – also
allows machines to automatically read and process semantics, and to interpret ontologies. Semantically rich data models allow a subject classifier to be embedded in a concept model, which also can be machine processed. They thereby offer significant advantages for adapting content during specialized training (Jovanic, et al., 2009; Yessad, Faron-Zucker, and Laskri, 2008; Dolog and Nejdl, 2007; Brusilovsky and Henze, 2007). For that reason, semantic Web technology is seen as an important solution for both inter-operability and open corpus problems.

Modular frameworks are seen as an effective solution when creating adaptive Web-based systems that share each other’s resources and components (Aroyo & Dicheva, 2004). The modular approach involves the development of educational systems as a set of learning objects, which resides in e-learning object repositories or in LCMSs. This sort of framework is essential for the sharing of resources or system functions among various environments, because it entails the stockpiling of various material/parts from different e-learning systems.

As stated in results, several studies focused on data mining approaches to search for similarities, using data obtained from navigation tracks or metadata. Clustering involved the discovery of previously unknown patterns, which could be used to create groups of data or of users. Classification involved analyzing known structures in order to make recommendations according to the results. With these approaches, similar content and learner groups can be created, and new contents/users can be suitably placed among these groups. Content-based filtering and collaborative filtering are the two main methodologies used to suggest appropriate materials for the learners. Collaborative filtering is based on similarity matching between students and provides results that fit their shared characteristics. Content-based filtering is based on similarity matching within learning objects’ metadata to provide results of similar content. Both methods support inter-operability and open corpus knowledge, as they identify meaningful relations between existing data. They are also useful for meta adaptive systems, because they enable the system to find the best adaptations according to an automated analysis of large amounts of data.

Machine learning techniques are commonly used to recognize patterns in users’ navigation paths or in questionnaire responses. This facilitates the creation of categories to classify the users’ learning styles, metacognitive knowledge, and/or their knowledge levels. Neural networks, including the Bayesian network and fuzzy logic, are detection technologies used in adaptive recommender systems. Machine learning techniques facilitate inter-operability, open corpus knowledge, the design of meta adaptive systems, and the usage of a variety of delivery devices due to its modular structure.

Social Web technologies are important for obtaining knowledge about users, such as their preferences and interests, and for finding similarities among preferred contents. People tend to follow the footsteps of other people who have similar interests. Using this natural tendency, a document may be indexed in the existing hyperspace by a community of users (Wexelblat and Maes, 1999; Hsiao et. Al., 2013). This approach is similar to collaborative filtering systems, because it relies on how a document is used instead of its content (Brusilovsky and Henze, 2007).
Also, users can construct ontologies by tagging contents individually. Social Web technologies facilitate the creation and maintenance of ontologies or other specifications that are otherwise expensive and time-consuming. In order to generate open corpus and inter-operable systems, folksonomies and other social Web technologies can be used.

Device adaptation is intended to make a teaching system as flexible as possible, so that it can work on different devices. So, one person who possesses different devices can use her/his different tools to access the same learning system. At the same time, different people can use the same learning system independently with their personal devices. Device adaptations include detection mechanisms to determine device properties. According to the device properties, content and presentation formats can be adjusted (Huang, Wang, and Hsieh, 2012).

As a result, these seven technological trends are seen as important solutions to deal with major challenges. For that reason, these trends and approaches should be considered when developing new adaptive hypermedia systems. The results of this analysis also should be supported with further empirical investigations that focus on comparing the effects of different technological trends and approaches to solve each challenging issue.
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